
CONJUGACY OF UNIMODULAR PISOT
SUBSTITUTION SUBSHIFTS TO DOMAIN

EXCHANGES

FABIEN DURAND AND SAMUEL PETITE

Abstract. We prove that any unimodular Pisot substitution sub-
shift is measurably conjugate to a domain exchange in an Euclidean
space which is a finite topological extension of a translation on a
torus. This generalizes the pioneer works of Rauzy and Arnoux-Ito
providing geometric realizations to any unimodular Pisot substi-
tution without any additional combinatorial condition.

1. Introduction

A classical way to tackle problems of diffeomorphism dynamics is to
code the orbits of the points through a well-chosen finite partition to
obtain a ”nice” subshift which is easier to study (see the emblematic
works [23] and [29]). The interesting dynamical properties of the sub-
shift may translate into relevant properties of the original dynamical
system.

In the seminal paper [33], G. Rauzy proposed to go in the other
way round: take your favorite subshift and try to give it a geometrical
representation. He took what is now called the Tribonacci substitution
given by

1 7→ 12, 2 7→ 13 and 3 7→ 1,

and proved that the subshift it generates is measure theoretically
conjugate to a rotation on the torus T2. A similar result was already
known for substitutions of constant length under some necessary and
sufficient conditions [14]. Later, in [4], the authors showed that sub-
shifts whose block complexity is 2n + 1, and satisfy some technical
conditions, are measure theoretically conjugate to an interval exchange
on 6 intervals on the circle. This family of subshifts includes the sub-
shift generated by the Tribonacci substitution.
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The Tribonacci substitution has the specificity to be a unimodular
and Pisot substitution, that is, its incidence matrix has determinant 1,
its characteristic polynomial is irreducible and its dominant eigenvalue
is a Pisot number (all its algebraic conjugates are, in modulus, strictly
less than 1). These properties provide key arguments to prove the main
result in [33] mentioned above. It naturally leads to what is now called
the Pisot conjecture for symbolic dynamics:

Let σ be a Pisot substitution. Then, the subshift it generates has
purely discrete spectrum, i.e., it is measure theoretically conjugate to
a group translation.

Many attempts have been done to solve this conjecture. The usual
strategy is the same as Rauzy’s in [33]. and also applies to the non-
unimodular cases [34, 36]: show first that the substitution subshift is
measurably conjugate to a domain exchange (see Definition 5), then
that this system is measurably conjugate to a rotation on a torus.

In a widely cited, but unpublished, manuscript [27] (see also Section
6.3.3 in [32]), B. Host proved that the Pisot conjecture is true for
unimodular substitutions defined on two letters, provided a condition
called strong coincidence condition holds. This combinatorial condition
first appeared in [14]. Then, it was shown in [8] that this condition is
satisfied for any unimodular Pisot substitution on two letters. So the
Pisot conjecture is true in this case [24].

Following the Rauzy’s strategy, but in a different way than the Host’s
approach, in [3] the authors associate to any unimodular Pisot substi-
tution a self-affine domain exchange called Rauzy fractal. They proved,
this domain exchange is measurably conjugate to the substitution sub-
shift provided the substitution satisfies a combinatorial condition. Few
time later, Host’s results were generalized by V. Canterini and A. Siegel
in [13] to any unimodular Pisot substitution and to the non-unimodular
case [34, 35], but without avoiding the strong coincidence condition.

The group translation is explicit in function of the incidence matrix
of the substitution. It is known that it corresponds to its maximal
equicontinuous factor that also is its Kronecker factor [9]. These works
led to the development of a huge number of techniques to study the
Rauzy fractals (see for instance [22] and references therein). Let us
also mention other fruitful geometrical approaches by using tilings in
[9, 5] and more recently in [6, 7] for the one-dimensional case. For more
references on the topic, we refer to the survey [2].

The reducible case has also been investigated. It is known the con-
jecture is false in this setting (see [20] and Example 20). Nevertheless
some examples have discrete spectrum [5].
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More recently a remarkable result has been obtained by M. Barge
[7]: the Pisot conjecture is true for β-substitutions.

In this paper we generalize the Arnoux-Ito theorem [3], also proven
in [13].

Theorem 1. Let σ be a unimodular Pisot substitution on p+ 1 letters.
Then the substitution subshift associated to σ is measurably conjugate
to an exchange of domain by translation on the plane Rp through a con-
tinuous map. Moreover, it continuously factorizes via an a.s. constant-
to-one map, onto a translation on the torus Tp.

The toral rotation is explicitly described in [13] (see also [22]). Let
us point out that unlike all the previous works about the Pisot conjec-
ture, no combinatorial condition (like the strong coincidence property)
is required to apply Theorem 1. In this paper we ignore this combi-
natorial condition showing this is not necessary to ensure the measure
theoretical conjugacy with a domain exchange. It provides a geomet-
ric realization, in terms of domain exchange, to any unimodular Pisot
substitution subshift. Notice the domain exchange may, a priori, be
different from the usual Rauzy fractal. To prove the Pisot conjecture,
one still have to prove this domain exchange is measurably conjugate
to the toral rotation.

1.1. Comments on the proof of Theorem 1. We prove Theorem 1
as a corollary of a more general one (Theorem 21, Subsection 4.4)) that
covers a broader family of substitutions including some reducible Pisot
substitutions. Let us make some comments on the proof of Theorem
21. Figure 1 might be useful to follow our strategy.

The canonical approach, coming from Rauzy’s seminal article [33], is
related to the combinatorial properties of the subshift Ω(σ) associated
to the substitution σ. A map ΦRauzy : Ω(σ) → Rp is defined through
the prefix-suffix automaton for irreducible unimodular Pisot substitu-
tions [13]. Under coincidence hypotheses, the applications ΦRauzy and
π ◦ ΦRauzy, where π : Rp → Tp denotes the canonical projection, are
measurable conjugacy maps onto a domain exchange and a minimal
rotation. The key properties, to prove the measurable conjugacy are
then: The combinatorial property of coincidence; The exchange by
the transformation ΦRauzy of the shift transformation with a piecewise
translation; The exchange by the same map of the substitution trans-
formation with the linear action of its incidence matrix.

We overcome the combinatorial coincidence condition by considering
a conjugate subshift given by a proper substitution ξ (that is a sub-
stitution mapping the letters to words starting with the same letter
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and ending with the same letter, see definition in Section 2.3), hence
satisfying a form of coincidence. But the price to pay is to have to
consider substitutions with a broader incidence matrix spectrum. In
addition to the algebraic conjugates of the Pisot number it may in-
clude 0 and roots of unity as eigenvalues. We call such substitutions
weakly irreducible Pisot substitutions (see Definition 2). It is not sur-
prising because being Pisot is not invariant under conjugacy, unlike
being weakly irreducible Pisot. In this context, the original strategy of
Rauzy does not work since it exist weakly irreducible Pisot substitu-
tions defining weakly-mixing subshifts (see Example 3 and discussion
in Section 4.3).

Nevertheless the proper substitution allows to use Bratteli-Vershik
representations. They are analogous to prefix-suffix decompositions
but take place into a general framework beyond substitution subshifts.
Approximations of the eigenfunctions through the return maps defining
our Bratteli-Vershik representations (Proposition 14), gives a canoni-
cal continuous map Φ̃ : Ω(ξ)→ Rp such that π ◦ Φ̃ commutes the shift
action with the expected rotation (Tp, x 7→ x+α) (Lemma 22). Unfor-
tunately, unlike ΦRauzy, the map Φ̃ may not exchange the substitution
action with the one of its incidence matrix. In [26, 13] it is a key ar-
gument to prove the conjugacy of the Pisot subshift with the domain
exchange.

(Ω(ξ), µ) Φ̃(Ω(ξ)) ⊂ Rp (Tp, λTp)

(E, λE)

Φ̃

Φ

π

Ψ π◦Ψ

Figure 1. Sketch of the maps involved in the proof
of Theorem 21: black arrows correspond to continuous
maps and dashed arrows to almost everywhere defined
maps.

A modification of Φ̃ by a piecewise translation overcomes this prob-
lem by giving a continuous map Φ: Ω(ξ) → E ⊂ Rp having this com-
mutation property (Lemma 22). Then, the same strategy as in [13]
enables to prove that Φ maps by pullback the normalized Lebesgue
measure λE = 1

λ(E)
λ on E to the S-invariant measure µ (Lemma 23).

Moreover it realizes a measurable conjugacy between the subshift and
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a domain exchange T on E ⊂ Rp (Proposition 25 and proof of Theorem
21).

However, in our framework, due to the possible existence of a non-
trivial kernel of the incidence matrix, moding out by Zp may not
provide a factor onto a toral rotation, that is, the map π ◦ Φ may
not commute with a rotation. This complicates the proof. To solve
this problem, we control the commutation fault by a function Υ (see
(4.8)) that enables us to extract a piecewise translation Ψ so that
Ψ ◦ Φ = Φ̃ a.e. (Equation 4.15 gives the relation between these
maps). We use then the commutation property of Φ̃ to get the map
π ◦Ψ: (E, T )→ (Tp, x 7→ x+α) is an a.e. constant-to-one factor map.
We deduce finally the map π ◦ Φ̃ : (Ω(ξ), S) → (Tp, x 7→ x + α) is an
a.e. constant-to-one factor map (see proof of Theorem 21).

As noticed by P. Mercat, in general the map ψ is not trivial. For
instance the usual Rauzy fractal associated to the Pisot substitution
1 7→ 1213, 2 7→ 121, 3 7→ 21 is not a fundamental domain of the torus.
Roughly speaking, the map ψ translates some part of the Rauzy fractal
to get a fundamental domain.

It is important to notice that the measurable conjugacy with the
domain exchange does not imply the measurable conjugacy with a ro-
tation as illustrated by Example 20.

1.2. Organisation of the paper. We postpone to the next section
the basic definitions and notions we use for dynamical systems, sub-
stitution subshifts and Pisot substitutions. In Section 3, we prove by
using the notion of return words, that any substitution subshift is con-
jugate to a proper substitution subshift. We then show, in Section 4,
that such a subshift, having enough multiplicatively independent eigen-
values (see Hypothesis (P.i)), is measurably conjugate to a self-affine
domain exchange (Theorem 21). A byproduct of these two results gives
Theorem 1. The proof follows the same strategy as in [13].

We would like to emphasize that the irreducibility of unimodular
Pisot substitutions implies that the number of multiplicatively indepen-
dent non trivial eigenvalues equals

∑
0<|λ|<1 dim Eλ, where Eλ denotes

the eigenspace associated with the eigenvalue λ of the substitution ma-
trix. This property is crucial in our proof and might be defined not
only for substitution subshifts. This suggests a possible extension of
our main result to linearly recurrent subshifts, or S-adic subshifts, like
in [10].
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2. Basic definitions

2.1. Words and sequences. An alphabet A is a finite set of elements
called letters. Its cardinality is #A. A word over A is an element of the
free monoid generated byA, denoted byA∗. Let x = x0x1 · · · xn−1 (with
xi ∈ A, 0 ≤ i ≤ n− 1) be a word, its length is n and is denoted by |x|.
The empty word is denoted by ε, |ε| = 0. The set of nonempty words
over A is denoted by A+. The elements of AZ are called sequences. If
x = · · ·x−1x0x1 · · · is a sequence (with xi ∈ A, i ∈ Z) and I = [k, l] an
interval of Z we set xI = xkxk+1 · · ·xl and we say that xI is a factor of
x. The set of factors of length n of x is written Ln(x) and the set of
factors of x, or the language of x, is denoted by L(x). The occurrences
in x of a word u are the integers i such that x[i,i+|u|−1] = u. If u has
an occurrence in x, we also say that u appears in x. When x is a
word or an element of AN (called one-sided sequence), we use the same
terminology with similar notations. The words x[0,n] are called prefixes
of x.

Let x be an element of AZ or AN. A word u is recurrent in x if it
appears in x infinitely many times. A sequence x is uniformly recurrent
if all u ∈ L(x) is recurrent in x and the difference of two consecutive
occurrences of u in x is bounded.

2.2. Morphisms and matrices. Let A and B be two finite alphabets.
Let σ be a morphism from A∗ to B∗. When σ(A) = B, we say σ is
a coding. If σ(A) is included in B+, we say σ is non erasing. In
this case, it induces by concatenation two maps also denoted σ: One
from AN to BN and the other from AZ to BZ satisfying σ(x) = y with
σ(x[0,+∞)) = y[0,+∞) and σ(x(−∞,0]) = y(−∞,0].

We naturally associate to the morphism σ an incidence matrix Mσ =
(mi,j)i∈B,j∈A, where mi,j is the number of occurrences of i in the word
σ(j). Notice that when σ is an endomorphism, for any positive integer
n we get Mσn = Mn

σ .
We say that an endomorphism is primitive whenever its incidence

matrix is primitive (i.e., when it has a power with strictly positive
coefficients). The Perron’s theorem tells that the dominant eigenvalue
is a real simple root of the characteristic polynomial and is strictly
greater than the modulus of any other eigenvalue. Such eigenvalue with
its eigenvectors are called Perron number and Perron eigenvectors.
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2.3. Substitutions. Let us recall the definition of substitution as it
appears in [32]: It is a non erasing endomorphism.

A substitution σ is left proper (resp. right proper) if all words σ(b),
b ∈ A, starts (resp. ends) with the same letter. Notice that all word
σn(b), b ∈ A for every power n ≥ 1, starts (resp. ends) also with the
same letter. For short, we say that a left and right proper substitution
is proper.

The language of σ : A∗ → A∗, denoted by L(σ), is the set of words
having an occurrence in σn(b) for some n ∈ N and b ∈ A. Notice that
when σ is primitive, then L(σn) = L(σ) for any positive integer n.

A fixed point of σ is an element x of AZ such that σ(x) = x. We say it
is admissible whenever L(x) is a subset of L(σ). It could happen that
a fixed point is not admissible as shown by the substitution defined
by 1 7→ 121 and 2 7→ 212 and its non-admissible fixed point x =
· · · 21212.21212 · · · . It could also happen that σ has no fixed point.
Nevertheless, if σ is primitive, there always exists some p > 0 such
that σp has an admissible fixed point. Indeed, there exist some p > 0
and letters l, r such that

(1) r is the last letter of σp(r);
(2) l is the first letter of σp(l);
(3) rl belongs to L(σ).

It is then standard to show that there is an admissible fixed point x ∈
AZ of σp verifying x−1x0 = rl. Moreover, the sequence x is uniformly
recurrent [32].

We will mainly focus on substitutions with specific arithmetic prop-
erties. We recall that an algebraic integer β is a Pisot-Vijayaraghan
number if all its algebraic conjugates have a modulus strictly smaller
than 1.

Definition 2. Let σ be a primitive substitution and let Pσ denote the
characteristic polynomial of the incidence matrix Mσ. We say that the
substitution σ is

• of Pisot type (or Pisot for short) if Pσ has a dominant root
β > 1 and any other root β′ satisfies 0 < |β′| < 1;
• of weakly irreducible Pisot type (or W. I. Pisot for short) when-

ever Pσ has a real Pisot-Vijayaraghan number as dominant root,
its algebraic conjugates, with possibly 0 or roots of the unity as
other roots;
• an irreducible substitution whenever Pσ is irreducible over Q;
• unimodular if detMσ = ±1.
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For instance the Fibonacci substitution 0 7→ 01, 1 7→ 0 and the
Tribonacci substitution 1 7→ 12, 2 7→ 13, 3 7→ 1 are unimodular substi-
tutions of Pisot type. Whereas the Thue-Morse substitution 0 7→ 01,
1 7→ 10 is a W. I. Pisot substitution. A less trivial example of a uni-
modular W. I. Pisot substitution, given by a modified example of B.
Solomyak [37], is the following.

Example 3. Consider the substitution

γ : 0 7→ 111120000, 1 7→ 11120 and 2 7→ 0.

The eigenvalues of its incidence matrix are (1 +
√

2)2, (1−
√

2)2 and 1,
so γ is a unimodular W.I. Pisot substitution. Unlike the Thue-Morse
substitution, it is weakly mixing (see Section 4.3 for a proof). Thus
the unimodular W. I. Pisot assumption is not sufficient to ensure the
discrete spectrum and even the existence of a rotation factor.

Notice that the notions of Pisot, W. I. Pisot, irreducible, unimodular
depend only on the properties of the incidence matrix. So starting from
a Pisot (resp. W. I. Pisot, irreducible, unimodular) substitution σ, we
get many examples of Pisot (resp. W. I. Pisot, irreducible, unimodular)
substitutions by permuting the letters in the letter images of σ.

Standard algebraic arguments ensure that a Pisot substitution is an
irreducible substitution, and of course, a Pisot substitution is of weakly
irreducible Pisot type.

In the following we will strongly use the fact that for any substitution
σ of Pisot type (resp. W. I. Pisot, irreducible, unimodular) and for
every integer n ≥ 1, the substitutions σn are also of Pisot type (resp.
W. I. Pisot, irreducible, unimodular).

2.4. Dynamical systems and subshifts. A measurable dynamical
system is a quadruple (X,B, µ, S), where (X,B, µ) is a probability
space and S : X → X is a measurable map that preserves the measure
µ, i.e., µ(S−1B) = µ(B) for any B ∈ B. This system is called ergodic if
any S-invariant measurable set has measure 0 or 1. Two measurable dy-
namical systems (X,B, µ, S) and (Y,B′, ν, T ) are measure theoretically
conjugate if we can find invariant subsets X0 ⊂ X, Y0 ⊂ Y with
µ(X0) = ν(Y0) = 1 and a bimeasurable bijective map ψ : X0 → Y0

such that T ◦ ψ = ψ ◦ S and µ(ψ−1B) = ν(B) for any B ∈ B′.
By a topological dynamical system, or dynamical system for short,

we mean a pair (X,S), where X is a compact metric space and S a
continuous map from X to itself. It is well-known that such a system
endowed with the Borel σ-algebra admits a probability measure µ pre-
served by the map S, and then form a measurable dynamical system.
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If (X,S) admits a unique measure preserved by S, then the system is
said uniquely ergodic.

The system (X,S) is minimal whenever X and the empty set are the
only S-invariant closed subsets of X. We say that a minimal system
(X,S) is periodic whenever X is finite.

A dynamical system (Y, T ) is called a factor of (X,S) if there is a
continuous and onto map φ : X → Y such that φ◦S = T ◦φ. The map
φ is a factor map. The system (X,S) is also said to be an extension
of (Y, T ). If φ is one-to-one we say that φ is a conjugacy, and, that
(X,S) and (Y, T ) are conjugate.

A Cantor system is a dynamical system (X,S), where the space X
is a Cantor space, i.e., X has a countable basis of its topology which
consists of closed and open sets and does not have isolated points.

For a finite alphabet A, we endow AZ with the product topology. A
subshift on A is a pair (X,S|X), where X is a closed S-invariant subset
of AZ (S(X) = X) and S is the shift transformation

S : AZ → AZ

(xn)n∈Z 7→ (xn+1)n∈Z.

We call language of X the set L(X) = {x[i,j];x ∈ X, i ≤ j}. A set
defined with two words u and v of A∗ by

[u.v]X = {x ∈ X;x[−|u|,|v|−1] = uv}

is called a cylinder set. When u is the empty word we set [u.v]X = [v]X .
The family of cylinder sets is a base of the induced topology on X.
When no confusion is possible we write [u] and S instead of [u]X and
S|X .

For x ∈ AZ, let Ω(x) be the set {y ∈ AZ; y[i,j] ∈ L(x),∀ [i, j] ⊂ Z}.
It is clear that (Ω(x), S) is a subshift, it is called the subshift generated

by x. Notice that Ω(x) = {Snx;n ∈ Z}. For a subshift (X,S) on A,
the following are equivalent:

(1) (X,S) is minimal;
(2) For all x ∈ X we have X = Ω(x);
(3) For all x ∈ X we have L(X) = L(x).

We also have that (Ω(x), S) is minimal if and only if x is uniformly
recurrent. Note that if (Y, S) is another subshift then L(X) = L(Y ) if
and only if X = Y .

2.5. Substitution subshifts. Let σ be a primitive substitution. We
call substitution subshift generated by σ the topological dynamical
system (Ω(σ), S) where Ω(σ) is the set of sequences x = (xn)n∈Z such
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that L(x) ⊂ L(σ). Notice that each power p of σ generates the same
subshift: Ω(σ) = Ω(σp).

When σ is proper we say (Ω(σ), S) is a proper substitution subshift.
If the set Ω(σ) is not finite, the substitution σ is called aperiodic.

In the literature, substitution subshifts are often defined by a differ-
ent (but equivalent) method, using fixed points. As observed in [19],
the subshift generated by any admissible fixed point of a power of σ
is the substitution subshift generated by σ. Hence Ω(σ) is not empty.
Moreover this subshift is minimal and uniquely ergodic (for more de-
tails see [32]).

In [25] is shown that the subshift generated by a unimodular sub-
stitution of Pisot type is aperiodic for the shift, and in [13] that the
substitution has to be primitive. Thus the generated subshift is a ape-
riodic minimal Cantor system.

2.6. Dynamical spectrum of substitution subshifts. For a mea-
surable dynamical system (X,B, µ, T ), a complex number λ is a (dy-
namical) eigenvalue of the dynamical system (X,B, µ, T ) with respect
to µ if there exists f ∈ L2(X,µ), f 6= 0, such that f ◦ T = λf ; f is
called an eigenfunction (associated with λ). The value 1 is the trivial
eigenvalue associated with a constant eigenfunction.

If the system is ergodic, then every eigenvalue is of modulus 1, and,
every eigenfunction has a constant modulus µ-almost surely. The col-
lection of eigenvalues is called the spectrum of the system, and form a
multiplicative subgroup of the circle S = {z ∈ C; |z| = 1}.

For a topological dynamical system, if the eigenfunction f is contin-
uous, the complex number λ is called a continuous eigenvalue.

An important result for the spectral theory of substitution subshifts
is due to B. Host [26]. It states that any eigenvalue of a substitu-
tion subshift is a continuous eigenvalue. Notice that Host’s result was
stated for primitive substitutions that are injective on letters but the
proof only needed the recognizabilty of the substitution. From [30] it
is known that all primitive substitutions are recognizable whenever its
subshift is aperiodic. Hence the result stands for all primitive substi-
tutions.

The following proposition, claimed in [27] (see Proposition 7.3.29 in
[22] for a proof), shows that the spectrum of a unimodular substitution
subshift of Pisot type is not trivial.

Proposition 4. Let σ be a unimodular substitution of Pisot type and α
be a frequency of a letter in any infinite word of Ω(σ). Then exp(2iπα)
is a continuous eigenvalue of the dynamical system (Ω(σ), S).
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Recall that these frequencies are the coordinates of the right normal-
ized eigenvector associated with the dominant eigenvalue of the inci-
dence matrix of the substitution [32], and, moreover, for a unimodular
Pisot substitution they are multiplicatively independent (Proposition
3.1 in [13]).

2.7. Domain exchange. As we did not find in the litterature a formal
definition of domain exchange, we propose below a definition that fits
for the standard properties satisfied by the interval exchange trans-
formations and the Rauzy fractal. Let us recall that a subset of a
topological space is said regular if it equals the closure of its interior.

Definition 5. We call domain exchange transformation a measurable
dynamical system (E,B, λE, T ), where E is a regular compact subset of
an Euclidean space, λE denotes the normalized Lebesgue measure on E
and B denotes the Borel σ-algebra, such that:

• There exist compact regular subsets E1, . . . , En such that E =
E1 ∪ · · · ∪ En;
• The sets Ei are disjoint in measure:

λE(Ei ∩ Ej) = 0 when i 6= j;

• λ(T (E)) = λ(E);
• For any i, T restricted to Ei is a translation.

Using standard arguments in measure theory (such as translation
invariance of the Lebesgue measure), we leave it to the reader to verify
that for a domain exchange transformation, the map T is one-to-one
except on a set of measure zero, and the map T−1 is measurable.

A compact set E is said self-affine (by piecewise self-affine maps)
when there are finitely many non surjective piecewise affine maps f1, . . . f` : E →
E with a common linear part, such that the sets fi(E) are disjoint in
measure and E =

⋃n
i=1 fi(E). We say a domain exchange (E,B, λE, T )

is self-affine when E is.

3. Matrix eigenvalues and return substitutions

In this section we recall the notion of return substitution introduced
in [16] and that any substitution subshift is conjugate to an explicit
primitive and proper substitution subshift without changing too much
the eigenvalues of the associated substitution matrix [17].

Let A be an alphabet, x be an element of AZ and u be a word of x.
We call return word to u of x every factor x[i,j−1], where i and j are two
successive occurrences of u in x. We denote by Rx,u the set of return
words to u of x. Notice that for a return word v, vu belongs to L(x)
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and u is a prefix of the word vu. Suppose x is uniformly recurrent. It is
easy to check that for any word u of x, the set Rx,u is finite. Moreover,
for any sequence y ∈ Ω(x), we have Ry,u = Rx,u. The sequence x can
be written naturally as a concatenation

x = · · ·w−1w0w1 · · · , wi ∈ Rx,u, i ∈ Z,
of return words to u, and this decomposition is unique. By enumerating
the elements of Rx,u in the order of their first appearence in (wi)i≥0,
we get a bijective map

Θx,u : Rx,u → Rx,u ⊂ A∗,

where Rx,u = {1, . . . ,Card (Rx,u)}. This map defines a morphism from
R∗x,u to A∗. When u is a prefix of x[0,+∞) we denote by Du(x) the unique
sequence on the alphabet Rx,u characterized by

Θx,u(Du(x)) = x.

We call it the derived sequence of x on u.
A finite subset R ⊂ A+ is a code if every word u ∈ A+ admits at

most one decomposition as a concatenation of elements of R.
We say that a code R is a circular code if for any words

w1, . . . , wj, w, w
′
1, . . . , w

′
k ∈ R; s ∈ A+ and t ∈ A∗

such that

w = ts and w1 · · ·wj = sw′1 · · ·w′kt
then t is the empty word. It follows that j = k + 1, wi+1 = w′i′ for
1 ≤ i ≤ k and w1 = s.

Proposition 6 ([19] Lemma 17). Let x ∈ AZ be a uniformly recurrent
sequence and u a prefix of x[0,+∞). The set Rx,u is a circular code.

The next four propositions are usually stated for one-sided sequences,
but they are still true for uniformly recurrent x ∈ AZ as these state-
ments only depend on x+ = x[0,+∞). Indeed, x+ is also a uniformly
recurrent element of AN. We can define in the same way the derived
sequence Du(x

+), the sets Rx+,u and Rx+,u, and, the map Θx+,u when
u is a prefix of x+. Moreover we clearly have:

Du(x
+) = Du(x)[0,+∞),Rx+,u = Rx,u, Rx+,u = Rx,u and Θx+,u = Θx,u.

The following proposition enables to associate to a substitution an-
other substitution on the alphabet Rx,u. We recall that admissible fixed
points of primitive substitutions are uniformly recurrent. So the return
word notion are meaningful.
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Proposition 7 ([16] proof of Proposition 5.1). Let x ∈ AZ be an ad-
missible fixed point of the primitive substitution σ and u be a nonempty
prefix of x[0,+∞). There exists a primitive substitution σu, defined on
the alphabet Rx,u, characterized by

Θx,u ◦ σu = σ ◦Θx,u.

For a prefix u of x[0,+∞), where x ∈ AZ is an admissible fixed point of
a primitive substitution σ, the derived sequence Du(x) is an admissible
fixed point of the substitution σu. Indeed, we have

Θx,u ◦ σu(Du(x)) = σ ◦Θx,u(Du(x)) = σ(x) = x = Θx,u ◦Du(x).

Then, the unicity of the concatenation into return words implies Du(x)
is a fixed point of σu. It is clearly admissible as it is uniformly recurrent.

This substitution, defined in the previous proposition, is called the
return substitution (to u). Moreover, we observe that for any integer
l > 0

(σl)u = (σu)
l.

Furthermore the incidence matrix of the return substitution has al-
most the same spectrum as the initial substitution. More precisely, we
have:

Proposition 8 ([17] Proposition 9). Let σ be a primitive substitution
and let u be a prefix of x[0,+∞) where x ∈ AZ is an admissible fixed point
of σ. The incidence matrices Mσ and Mσu have the same eigenvalues,
except perhaps zero and roots of the unity.

For instance, for the Tribonacci substitution τ , the return substi-
tution τ1 is the same as τ . On the other hand, if we consider the
substitution

σ : 1 7→ 1123, 2 7→ 211, and 3 7→ 21,

it is also a substitution of Pisot type and the incidence matrix of the
return substitution σ11 has 0 as eigenvalue. Indeed, the characteristic
polynomial of σ is X3 − 3X2 −X − 1 and one has

Θx,11 : 1 7→ 1123, 2 7→ 11232, 3 7→ 122, 4 7→ 1 and 5 7→ 11212,

σ11 : 1 7→ 1234, 2 7→ 12544, 3 7→ 1244, 4 7→ 1 and 5 7→ 1244244,

with the characteristic polynomial of σ11 being X(X + 1)(X3− 3X2−
X − 1).

The next proposition is a key statement in the proof of our main
result Theorem 1. It allows to work with a proper substitution.



14 Fabien Durand, Samuel Petite

Proposition 9. Let y = (yi)i∈Z be an admissible fixed point of a primi-
tive substitution τ on the alphabet R. Let Θ : R∗ → A∗ be a non-erasing
morphism, x = Θ(y) and (X,S) be the subshift generated by x.

Then, there exist a primitive substitution ξ on an alphabet B, an
admissible fixed point z of ξ, and a map φ : B → A such that:

(1) φ(z) = x;
(2) If Θ(R) is a circular code, then φ is a conjugacy from (Ω(ξ), S)

to (X,S);
(3) If τ is proper (resp. right or left proper), then ξ is proper (resp.

right or left proper);
(4) There exists a prefix u ∈ B+ of z[0,+∞) such that Ry,y0 = Rz,u

and there is an integer l ≥ 1 such that the return substitutions
τ ly0 and ξu are the same.

Actually the first three statements of this proposition correspond to
Proposition 23 in [19]. The substitution ξ is explicit in the proof.

Proof. The statements (1), (2), (3), and the fact that ξ is primitive,
have been proven in [19, Proposition 23]. We will just give the proof of
the first statement because we need it to prove the fourth statement.

Considering a power of τ instead of τ if needed, we can assume that
|τ(j)| ≥ |Θ(j)| for any j ∈ R. For all j ∈ R, let us denote mj = |τ(j)|
and nj = |Θ(j)|. We define

• An alphabet B := {(j, p); j ∈ R, 1 ≤ p ≤ nj};
• A morphism φ : B∗ → A∗ by φ(j, p) = (Θ(j))p;
• A morphism ψ : R∗ → B∗ by ψ(j) = (j, 1)(j, 2) · · · (j, nj).

Clearly, we have φ ◦ ψ = Θ. We define a substitution ξ on B by

∀j ∈ R, 1 ≤ p ≤ nj; ξ(j, p) =

{
ψ((τ(j))p) if 1 ≤ p < nj
ψ((τ(j))[nj ,mj ]) if p = nj.

Thus for every j ∈ R, we have ξ(ψ(j)) = ξ(j, 1) · · · ξ(j, nj) = ψ(τ(j)),
i.e.,

(3.1) ξ ◦ ψ = ψ ◦ τ.
For z = ψ(y) we obtain ξ(z) = ψ(τ(y)) = ψ(y) = z, that is z is a

fixed point of ξ. Moreover, φ(z) = φ(ψ(y)) = Θ(y) = x and we get the
point (1).

Let us prove the fourth statement.
Let u = ψ(y0) ∈ B∗. First, notice the morphism ψ is one-to-one and

then we have ψ(Ry,y0) = Rψ(y),ψ(y0). It follows that

Ry,y0 = Rψ(y),ψ(y0) = Rz,u,
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and

ψ ◦Θy,y0 = Θψ(y),ψ(y0) = Θz,u.

Therefore for the return substitution τy0 to y0, Proposition 7 and
Relation (3.1) give

Θz,u ◦ τy0 = ψ ◦Θy,y0 ◦ τy0 = ψ ◦ τ ◦Θy,y0 = ξ ◦ ψ ◦Θy,y0 = ξ ◦Θz,u.

Consequently, we have τy0 = ξu. �

As a corollary of propositions 6, 7, 8 and 9, we get

Corollary 10. Let σ be a primitive substitution. Then there exists a
proper primitive substitution ξ on an alphabet B, such that

(1) (Ω(σ), S) is conjugate to (Ω(ξ), S);
(2) there exists l ≥ 1 such that the substitution matrices M l

σ and
Mξ have the same eigenvalues, except perhaps 0 and 1.

Proof. Considering a power of σ instead of σ if needed, we can assume
it has an admissible fixed point x. Let us fix a nonempty prefix u of
x[0,+∞). We can also assume that the word Θx,u(1)u is a prefix of σ(u).
By the very definition of return word, for any letter i ∈ Rx,u, the word
Θx,u(i)u has the word u as a prefix. Then Θx,u(1)u is a prefix of the
word σ(Θx,u(i)u). It follows from the equality in Proposition 7, that
Θx,u(1)u is also a prefix of the word Θx,u ◦σu(i). The uniqueness of the
coding by Θx,u(Rx,u), implies that the word σu(i) starts with 1, and
the substitution σu is left proper.

Proposition 9 (together with Proposition 6), applied to the admissi-
ble fixed point y = Du(x) of σu and to Θ = Θx,u, gives the existence of
a left proper primitive substitution ξ′ : C∗ → C∗ such that (Ω(σ), S) is
conjugate to (Ω(ξ′), S). Moreover, by Proposition 8 and 9 there exists
an integer l > 0 such that the incidence matrices M l

σ and Mξ′ share
the same eigenvalues, except perhaps 0 and 1.

Let us recall some morphism relations we have from the definitions
and the proof of Proposition 9 taking σu for τ , Θu for Θ:

Θu ◦ σu = σ ◦Θu, ξ
′ ◦ ψ = ψ ◦ σu, φ ◦ ψ = Θu

and thus

φ ◦ ξ′ ◦ ψ = σ ◦Θu.(3.2)

To obtain a proper substitution we need to modify ξ′. Let a ∈ C
be the letter such that for all letter b ∈ C, ξ′(b) = aw(b) for some
word w(b). Now consider the substitution ξ′′ : C∗ → C∗ defined by
ξ′′ : b 7→ w(b)a. Observe that ξ′′ is primitive and, for all n, one gets
ξ′n(b)a = aξ′′n(b). Then, ξ′ and ξ′′ define the same language, so we
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have Ω(ξ′) = Ω(ξ′′) = Ω(ξ), where ξ = ξ′ ◦ ξ′′. Thus ξ is clearly proper.
We conclude observing that Mξ = Mξ′Mξ′′ = M2

ξ′ . �

In terms of Pisot substitutions, Corollary 10 becomes:

Corollary 11. Let σ be a substitution of Pisot type, then the substi-
tution subshift associated with σ is conjugate to a substitution subshift
(Ω(ξ), S), where ξ is a proper primitive substitution of weakly irre-
ducible Pisot type.

Moreover, the spectrum of its incidence matrix Mξ is that of a power
of Mσ except perhaps 0 and 1.

The example after Proposition 8 shows that the use of return substi-
tutions seems to force to deal with W. I. Pisot substitutions. In fact, it
is unavoidable to consider W. I. Pisot substitution to represent a Pisot
substitution subshift by a proper substitution. For instance, consider
the non-proper substitution σ : 0 7→ 001, 1 7→ 10. The dimension
group of the associated subshift, computed in [15], is of rank 3. As a
consequence, any proper substitution ξ representing the subshift Ω(σ)
should be, at least, on 3 letters (see [19] for the details). Moreover,
Cobham’s theorem (see Theorem 14 in [18]) for minimal substitution
subshifts implies that, taking powers if needed, ξ and σ share the same
dominant eigenvalue. So, the substitution ξ can not be irreducible.

4. Conjugacy with a domain exchange

In this section we give sufficient conditions on a primitive proper
substitution so that the associated substitution subshift is measurably
conjugate to a domain exchange in an Euclidean space.

4.1. Using Kakutani-Rohlin partitions. In this subsection, we will
assume that ξ is a primitive proper aperiodic substitution on a finite
alphabet Aξ equipped with a fixed order.

First let us recall a structural property of the system (Ω(ξ), S) in
terms of Kakutani-Rohlin partitions.

Proposition 12 ([19]). Let ξ be an aperiodic primitive proper substi-
tution on a finite alphabet Aξ. Then for every n > 0,

Pn = {S−kξn−1([a]); a ∈ Aξ, 0 ≤ k ≤ |ξn−1(a)| − 1}
is a clopen partition of Ω(ξ) defining a nested sequence of Kakutani-
Rohlin partitions of Ω(ξ), that is to say:

• The sequence (ξn(Ω(ξ)))n≥0 is decreasing and the intersection
is only one point;
• For every n > 0, Pn+1 is finer than Pn;



Unimodular Pisot Substitutions and Domain Exchanges 17

• The sequence (Pn)n>0 spans the topology of Ω(ξ).

The fact that the family of clopen sets Pn is a partition is an imme-
diate consequence Mossé’s theorem asserting that aperiodic primitive
substitutions are recognizable (see [30, 31]).

To be coherent with the notations in [11], we take the conventions
P0 = {Ω(ξ)} and for an integer n ≥ 1, rn(x) denotes the entrance time
of a point x ∈ Ω(ξ) in ξn−1(Ω(ξ)), that is

rn(x) = min{k ≥ 0; Skx ∈ ξn−1(Ω(ξ))}.
By minimality, this value is finite for any x ∈ Ω(ξ) and the function

rn is continuous.
The homeomorphism Sξ(Ω(ξ)) : ξ(Ω(ξ)) 3 x 7→ Sr2(Sx)(Sx) ∈ ξ(Ω(ξ))

is what is usually called the induced map of the system (X,S) on the
clopen set ξ(Ω(ξ)). Since we have the relation

ξ ◦ S = Sξ(Ω(ξ)) ◦ ξ,(4.1)

the induced system (ξ(Ω(ξ)), Sξ(Ω(ξ))) is a factor of (Ω(ξ), S) via the
map ξ (and in fact a conjugacy when ξ is aperiodic).

Note that for any integer n > 0,

rn(Sx)− rn(x) =

{
−1 if x 6∈ ξn−1(Ω(ξ))

|ξn−1(a)| − 1 if x ∈ ξn−1([a]), a ∈ Aξ.
(4.2)

More precisely, we can relate the entrance time and the incidence
matrix by the following equality (see Lemma 4 in [11]): For a primitive
proper substitution ξ, we have for any x ∈ Ω(ξ) and n ≥ 2

rn(x) =
n−1∑
k=1

〈sk(x), (M t
ξ)
k−1H(1)〉,(4.3)

where 〈·, ·〉 denotes the usual scalar product, M t
ξ is the transpose

of the incidence matrix, H(1) = (1, . . . , 1)t and sk : Ω(ξ) → ZAξ is a
continuous function defined by

sk(x)a = #{rk(x) < i ≤ rk+1(x); Six ∈ ξk−1([a])}, for a ∈ Aξ.
The sequence of vectors (sk(x))k provides a coding of the orbit of

points that is analog to the prefix-suffix expansion [22]. In other words,
the vector sk(x) counts, in each coordinate a ∈ Aξ, the number of
time that the positive iterates of x meet the clopen set ξk−1([a]) until
meeting, for the first time, the clopen set ξk(Ω(ξ)) and after meeting
the clopen set ξk−1(Ω(ξ)).

The proof of the following lemma is direct from the definitions of sk
and rk and Proposition 12.
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Lemma 13. For ξ a primitive proper aperiodic substitution, we have,
for any x ∈ Ω(ξ),

s1(ξ(x)) = 0 and ∀k > 1, sk(ξ(x)) = sk−1(x).

For every letter a ∈ Aξ, k ∈ N∗, we also have sk(x)a ≤ supb∈Aξ |ξ(b)|.

From the ergodic point of view, it is well-known (see [32]) that sub-
shifts generated by primitive substitutions are uniquely ergodic. We
call µ the unique probability shift-invariant measure of (Ω(ξ), S). We
have the following relations, for any positive integer n,

~µ(n) = Mξ~µ(n+ 1), and 〈H(1), ~µ(1)〉 = 1,(4.4)

where ~µ(n) ∈ RAξ is the vector defined by

~µ(n)a = µ(ξn−1([a])), for every letter a ∈ Aξ.

It is well-known [32] that ~µ(1) is a Perron eigenvector of the dominant
eigenvalue θ of Mξ and ~µ(n) = θn−1~µ(1).

4.2. On the spectrum of a substitution subshift. From this sub-
section, we assume that ξ is a primitive proper substitution on a fi-
nite alphabet Aξ and µ be the unique invariant probability measure of
(Ω(ξ), S).

Fix some ρ1 < 1 greater than the maximum of the modulus of eigen-
values of Mξ smaller than 1. Taking a power of ξ if needed, from
classical results of linear algebra, there are M t

ξ-invariant R-vectorial

subspaces E0, Ewu and Es, a norm ‖ · ‖ξ and constants Cs, Cwu, > 0
such that for any n ∈ N

(1) RAξ = E0 ⊕ Es ⊕ Ewu,
(2) kerM t

ξ = E0,
(3) 0 < ‖(M t

ξ)
nv‖ξ ≤ Csρ

n
1‖v‖ξ, for all v ∈ Es \ {0},

(4) ‖(M t
ξ)
nv‖ξ ≥ Cwu((1 + ρ1)/2)n‖v‖ξ, for all v ∈ Ewu.

Roughly speaking, the (stable) spaceEs corresponds to the eigenspaces
associated to non zero eigenvalues with modulus strictly less than 1.
The (weakly unstable) space Ewu, corresponds to the eigenspaces as-
sociated to non zero eigenvalues with modulus greater or equal to 1.

Let us apply some well-known arguments (see [26, 21] for substitu-
tions and [11] for a wider context). Let rn and sn be as defined in
Section 4.1.

Proposition 14. Let ξ be a primitive proper substitution on an alpha-
bet Aξ. Let λ ∈ S. The following statement are equivalent.

• The complex number λ is an eigenvalue of the system (Ω(ξ), S).
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• The sequence (λ−rn)n≥1 converges uniformly to a continuous
eigenfunction associated with λ.
• The sum

∑
n≥1 maxa∈Aξ |λ|ξ

n(a)| − 1| converges.

• For any a ∈ Aξ, the sequence (λ|ξ
n(a)|)n≥0 converges to 1 when

n goes to infinity.

So if exp(2iπα) is an eigenvalue of the substitution subshift (Ω(ξ), S),
for any letter a of the alphabet |ξn(a)|α converges to 0 mod Z as n goes
to infinity. In an equivalent way the vector (M t

ξ)
nα(1, . . . , 1)t tends to

0 mod ZAξ . The next lemma precises this for the usual convergence.

Lemma 15. Let ξ be a primitive proper substitution on an alphabet
Aξ and let λ = exp(2iπα) be an eigenvalue of the substitution subshift
(Ω(ξ), S). Then, there exist m ∈ N, v, w ∈ RAξ such that

αH(1) = v + w, (M t
ξ)
mw ∈ ZAξ and (M t

ξ)
nv →n→∞ 0,(4.5)

where all entries of H(1) are equal to 1. Moreover, for every vectors
v, w satisfying (4.5)

i) The convergence is geometric: there exist 0 < ρ ≤ ρ1 < 1 and
a constant C such that

||(M t
ξ)
nv|| ≤ Cρn, for any n ∈ N.

ii) For any positive integer n,

〈v, ~µ(n)〉 = 0 and α = 〈(M t
ξ)
n−1w, ~µ(n)〉.

Proof. The first claim (4.5) comes from [26, Lemme 1] and Item i) fol-
lows from the observation we made before the statement of the lemma.
We just need to show Item ii). Notice that the relations (4.4) give us
for any positive integer

〈v, ~µ(n)〉 = 〈v,Mp
ξ ~µ(n+ p)〉 = 〈(M t

ξ)
pv, ~µ(n+ p)〉 →p→+∞ 0.

Then, we deduce

α = α〈H(1), ~µ(1)〉 = 〈v, ~µ(1)〉+ 〈w, ~µ(1)〉
= 〈w, ~µ(1)〉 = 〈(M t

ξ)
n−1w, ~µ(n)〉.

�

Observe that the decomposition αH(1) = v + w is not unique since
for every u ∈ E0, we have αH(1) = (v − u) + (w + u) is another
decomposition fulfilling the properties (4.5).

If exp(2iπα1), . . . , exp(2iπαd) are d eigenvalues of the substitution
subshift (Ω(ξ), S), from Proposition 14 and Lemma 15 there exist m ∈
N, v(1), . . . v(d), w(1), . . . , w(d) ∈ RAξ such that for all i ∈ {1, . . . , d}:
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(4.6)

αiH(1) = v(i)+w(i), (M t
ξ)
mw(i) ∈ ZAξ and

∑
n≥1

(M t
ξ)
nv(i) converges.

Notice that up to take a power of ξ, we can assume below that the
constant m is equal to 1. By the observation made after Lemma 15,
we also assume that each v(i) has no component in E0.

We recall Proposition 4: a unimodular Pisot substitution subshift
on the alphabet A admits #A − 1 non trivial eigenvalues exp(2iπα1),
. . . , exp(2iπα#A−1) that are multiplicatively independent, i.e. the val-
ues 1, α1, . . . , α#A−1 are rationally independent. This motivates the
next proposition that interprets the arithmetical properties of the eigen-
values in terms of the vectors v(i) and w(i).

Proposition 16. Let ξ be a primitive proper substitution. If the com-
plex numbers exp(2iπα1), . . . , exp(2iπαd) are d multiplicatively inde-
pendent eigenvalues of the substitution subshift (Ω(ξ), S). Then, both
families of vectors

{M t
ξv(1), . . . ,M t

ξv(d)} and {M t
ξH(1),M t

ξw(1), . . . ,M t
ξw(d)}

are linearly independent.

Notice it also implies that both family of vectors {v(1), . . ., v(d)}
and {H(1), w(1), . . ., w(d)} are linearly independent.

Proof. This proof is similar to the proof of Proposition 10 in [12]. We
adapt it to our context, since it does not straightforwardly apply.

Assume there exist real numbers δ0, δ1, . . . , δd, one being different
from 0, such that δ0M

t
ξH(1) +

∑d
i=1 δiM

t
ξw(i) = 0. Since all the vec-

tors are in ZAξ , we can assume that every δi is an integer. Taking

the inner product of this sum with the vector ~µ(2), the normaliza-
tion and recurrence relations of this vector (Relation (4.4)) together
with the normalization with respect to each w(i) in item ii) of Lemma

15, give us δ0 +
∑d

i=1 δiαi = 0. The rational independence of the
numbers 1, α1, . . . , αd implies that each δi equals 0. So the vectors
M t

ξH(1),M t
ξw(1), . . ., M t

ξw(d) are independent.

Now, let’s assume there are real numbers λi such that
∑d

i=1 λiM
t
ξv(i) =

0. We obtain (
∑d

i=1 λiαi)M
t
ξH(1)−

∑d
i=1 λiM

t
ξw(i) = 0. The indepen-

dence of the vectors M t
ξH(1),M t

ξw(1), . . ., M t
ξw(d) implies that λi = 0

for any i. So the vectors M t
ξv(1), . . . ,M t

ξv(d) are independent. �
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The following property gives a bound on the number of multiplica-
tively independent eigenvalues for a substitution subshift. We de-
note by Vect(u(1), . . . , u(n)) the vectorial subspace spanned by vectors
u(1), . . . , u(n).

Proposition 17. Let ξ be a proper primitive substitution. If the sub-
stitution subshift (Ω(ξ), S) admits d eigenvalues exp(2iπαi), 1 ≤ i ≤ d,
then the vectorial space spanned by the vectors v(i),

Eξ = Vect(v(1), . . . , v(d)),

is a subspace of Es. Moreover, if the eigenvalues are multiplicatively
independent, then d ≤ dim Es.

Proof. For i ∈ {1, . . . , d}, the vector v(i) can be decomposed using the
R-vectorial subspaces E0, Ewu and Es (see the beginning of Section
4.2). From Lemma 15 and since the norms ‖·‖ and ‖·‖ξ are equivalent,
it has no component in Ewu. From the choice we made in (4.6), it has
no component in E0. Thus v(i) belongs to Es. So we get Eξ ⊂ Es.
The bound is obtained with Proposition 16. �

To construct the domain exchange of a unimodular Pisot substitution
subshift we will need the following direct corollary.

Corollary 18. Let ξ be a proper primitive substitution. If the sub-
stitution subshift (Ω(ξ), S) admits dim Es multiplicatively independent
eigenvalues, then Eξ := Vect(v(1), . . . , v(dim Es)) = Es. In particular,
we have that M t

ξ(Eξ) equals Eξ.

Notice that for a unimodular Pisot substitution σ, dim Es+1 equals
the degree of the associated Pisot number, or the number of letters in
the alphabet, and the eigenvalues of Mσ are all simple [13]. Thus, by
Proposition 4, the proper W. I. Pisot substitution ξ associated to σ in
Corollary 11, fulfills the conditions of Corollary 18.

4.3. Discussion on working hypothesis. In the next section we
prove Theorem 1 as a corollary of a more general result obtained under
the following hypothesis.

Hypotheses P. Let ξ be a primitive substitution on a finite alphabet
Aξ such that:

P.i) The substitution subshift (Ω(ξ), S) admits dξ = dim Es eigen-
values exp(2iπα1), . . . , exp(2iπαdξ) such that 1, α1, . . . , αdξ are
rationally independent.

P.ii) Its Perron number β satisfies β| detM t
ξ|Es| = 1.



22 Fabien Durand, Samuel Petite

Before to state this result let us discuss these hypotheses.
All these hypotheses apply to the proper substitution ξ of Corollary

11 associated with a unimodular Pisot substitution on the alphabet
A: The existence of #A− 1 multiplicatively independent (dynamical)
eigenvalues comes from Proposition 4 and the observation made after it.
Moreover, Corollary 10 ensures dim Es = #A−1, and then provides the
property (P.i). The property (P.ii) is due to the fact that the space Es

is spanned by the eigenspaces associated with the algebraic conjugates
β1, . . . , β#A−1 of the leading eigenvalue β of Mξ that is a Pisot number.
The unimodular hypothesis implies |ββ1 · · · β#A−1| = 1.

It is interesting to recall that the W.I. Pisot hypothesis is not suffi-
cient to ensure (P.i) as illustrated by Example 3 which is weakly-mixing.
Let us show it.

Back to Example 3. First observe the substitution γ2 is proper.
Assume exp(2iπα) is an eigenvalue of the subshift generated by γ.
From Lemma 15, αH(1) is of the form tv + w with t ∈ R, w ∈ Z3 and
v is the eigenvector (1 +

√
2, 2 +

√
2, 1)t of the incidence matrix M2

γ .
This implies that α is an integer and therefore the associated subshift
is weakly-mixing.

This example also shows that (P.ii) does not implies (P.i).
Conversely (P.i) does not implies (P.ii), as illustrated by the next

example.

Example 19. The eigenvalues of the incidence matrix Mρ of the sub-
stitution ρ defined by

1 7→ 1111112222, 2 7→ 1122,

are 4 + 2
√

3, 4 − 2
√

3. The normalized Perron right eigenvector of
Mρ is (1/

√
3, 1 − 1/

√
3)t. For µ the unique invariant measure of the

subshift (Ω(ρ), S) generated by ρ it is classical that µ([1]) = 1/
√

3.
Moreover from standard linear computation and Proposition 14 (or
see [1, Theorem 1]) one obtains that exp(2iπ/

√
3) is an eigenvalue of

(Ω(ρ), S) and thus that hypothesis (P.i) is satisfied. But (P.ii) is not
satisfied as β| detM t

ρ|Es = (4 + 2
√

3)(4− 2
√

3) = 4.

We will show that the hypotheses (P.i), (P.ii) are sufficient to ensure
the mesurable conjugacy with an exchange of domain (Theorem 21),
but they are not sufficient to prove the Pisot Conjecture as shown by
the following example due to B. Sing [36].

Example 20. The substitution

0 7→ 01̄, 1 7→ 0, 0̄ 7→ 0̄1, and 1̄ 7→ 0̄
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is also of weakly irreducible Pisot type. Using the Host criterion for
eigenvalues [26] one can check the associated subshift (ΩSing, S) has the
same eigenvalues as the Fibonacci substitution subshift ΩFibo. Recall
that this system is measurably isomorphic to the golden mean rota-
tion (T, R) (see e.g. [22]). Thus (P.i) is satisfied and one easily check
(P.ii) also is. However (ΩSing, S) cannot be measurably isomorphic to
the golden mean rotation (T, R). Indeed, suppose it is. The map
a 7→ a, ā 7→ a, a ∈ {0, 1}, defines a factor map from (ΩSing, S) onto
(ΩFibo, S). This map is invariant under the automorphism ϕ : ΩSing →
ΩSing (or invertible cellular automata) given by the block map switching
the barred letters with the non-barred ones. Thus, this factor defines
an endomorphism of (T, R), i.e., a measurable map δ of (0, 1) commut-
ing with the golden mean rotation (δ ◦R = R ◦ δ a.e.). Since the map
x 7→ δ(x) − x ∈ (0, 1) is R-invariant, by ergodicity it is a.e. constant.
It follows δ is a.e. invertible, and the map ϕ is a.e. constant. This is
impossible since ϕ is an automorphism and S has no fixed point.

We conclude that (ΩSing, S) is not measurably isomorphic to the
golden mean rotation. However we will see (ΩSing, S) is measurably
conjugate to a domain exchange (see Theorem 21 below).

4.4. Domain exchange factorization. In this section we prove the
following theorem which specifies our main result Theorem 1. Let
π : Rdξ → Rdξ/Zdξ = Tdξ denote the canonical projection. We recall
that ΛE is the measure induced by the Lebesgue measure on E. It
could be helpful to consider Figure 1 to resume the maps involved in
the next theorem.

Theorem 21. Let ξ be a substitution satisfying the hypothesis (P.i) and
(P.ii). Let (Ω, S) be the associated substitution subshift. Then, there
exist a self-affine domain exchange transformation (E,B, λE, T ) in Rdξ

and a continuous onto map Φ: Ω → E ⊂ Rdξ which is a measurable
conjugacy map between the two systems.

Moreover, there is a measurable map Ψ: E → Rdξ such that

• The map π◦Ψ◦Φ defines a (continuous) factor map from (Ω, S)
to the dynamical system associated with a minimal rotation on
the torus Rdξ/Zdξ .
• There is a constant Rξ ≥ 1 such that the map π ◦Ψ ◦ Φ is a.e.
Rξ-to-one (i.e. #(π ◦Ψ ◦Φ)−1({y}) = Rξ for a.e. y ∈ Tdξ with
respect to the Lebesgue measure).

Let us recall Theorem 21 applies to any unimodular Pisot substi-
tution (see the discussion in Section 4.3) and then provides Theorem
1.
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We refer to Section 1.1 for the motivation and interpretation of the
introduction of the maps involved in this theorem.

Let us comment that the statement and the proof of Theorem 21
is simplified when we assume that the substitution ξ is proper (see
Definition 2.3) and its incidence matrix has a trivial kernel. Indeed the
function Ψ◦Φ−Φ takes only integer vector values. In this case one has
π ◦Φ = π ◦Ψ ◦Φ is a (continuous) factor map onto a minimal rotation
on the torus.

The strategy to prove Theorem 21 is to reduce to a proper substi-
tution thanks to Corollary 10. Then we use the approximations of the
eigenfunctions given by Proposition 14 to obtain a projection map Φ̃
from the subshift to an Euclidean space. After checking this map has
good properties with respect to the shift map and the substitution, we
follow the same strategy as in [13].

We start by setting up the elements and observations necessary for
the proof of Theorem 21. Let ξ be a proper substitution satisfying
Hypothesis (P.i). By Formula (4.3) on the entrance time rn, we get for
each i ∈ {1, . . . , dξ} and x ∈ Ω(ξ):

αirn(x) =
n−1∑
k=1

〈sk(x), (M t
ξ)
k−1αiH(1)〉 mod Z.

Notice this formula is also true for every power of ξ instead of ξ. Then,
with Formula (4.6) on the vectors v(i), up to consider a power of ξ, we
obtain

αirn(x) =
n−1∑
k=1

〈sk(x), (M t
ξ)
k−1(v(i) + w(i))〉 mod Z

= 〈s1(x), w(i)〉+
n−1∑
k=1

〈sk(x), (M t
ξ)
k−1v(i)〉 mod Z.

Let Φ̃n = ((〈s1(x), w(i)〉)t1≤i≤dξ + Φn(x) where

Φn =

(
n−1∑
k=1

〈sk, (M t
ξ)
k−1v(i)〉

)t

1≤i≤dξ

.

The Proposition 14 and Lemma 15 ensure the sequence (Φ̃n)n≥1 uni-

formly converges to a continuous function Φ̃ : Ω(ξ) → Rdξ , explicitly
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defined for x ∈ Ω(ξ) by

Φ̃(x) =

(
〈s1(x), w(i)〉+

+∞∑
k=1

〈sk(x), (M t
ξ)
k−1v(i)〉

)t

1≤i≤dξ

.

Let V be the matrix with rows v(1)t, . . . , v(dξ)
t. Then, the map Φ̃

may be written as

Φ̃(x) = Υ(x) + Φ(x),(4.7)

where

Φ(x) =
+∞∑
k=1

VMk−1
ξ sk(x) and Υ(x) = (〈s1(x), w(i)〉)t1≤i≤dξ .(4.8)

The function Υ is the difference between Φ and Φ̃. As we will see in
the next lemma, Φ̃ satisfies the desired commutation property with the
shift map and the torus rotation (Item (1)). Unfortunately it may not
permute the action of the substitution with that of a matrix as Φ does
(Item (5)). As explained in Section 1.1, the map Υ will enable us to
modify the projection mod Zdξ by π ◦ Ψ to get a factorization onto
a torus rotation with relevant commutation properties of the substi-
tution. In addition, the expression of Υ shows it is locally constant.
This will be useful to describe topological properties of the set Φ̃(Ω(ξ))
(Proposition 26) and to show the fiber of the factor map is constant
(Proposition 27).

Lemma 22. Let ξ be a proper substitution satisfying (P.i). There exist
a continuous map ∆: Ω(ξ)→ RAξ and a bijective linear map N : Rdξ →
Rdξ such that for α = (α1, . . . , αdξ)

t and for any x ∈ Ω(ξ),

(1) Φ̃ ◦ S(x) = Φ̃(x) + α mod Zdξ ;
(2) Φ(x) = V∆(x);
(3) M t

ξV
t = V tN ;

(4) the matrix N is conjugate to the matrix M t
ξ|Es restricted to the

space Es;
(5) Φ ◦ ξ(x) = N t(Φ(x)).

Proof. The eigenfunctions given by (P.i) and their approximations in
Proposition 14 (see also Relation (4.2)) provide

Φ̃ ◦ S(x) = Φ̃(x) + α mod Zdξ .
Let us prove Statement (2). We have

Φn(x) = V
(∑n−1

k=1 M
k−1
ξ sk(x)

)
(4.9)

= V Proj
(∑n−1

k=1 M
k−1
ξ sk(x)

)
,(4.10)
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where Proj : RAξ → Eξ = Vect (v(1), . . . , v(dξ)) denotes the orthogonal
projection onto Eξ. Recall that by Corollary 18, the space Eξ has
dimension dξ. Since (Φn)n≥1 uniformly converges (see Proposition 14

and Lemma 15), the projection Proj(
∑n−1

k=1 M
k−1
ξ sk(x)) converges when

n goes to infinity to the vector ∆(x) belonging to Eξ for any x ∈ Ω(ξ).
Therefore, we obtain Statement (2).

Let us prove the other statements. The basic properties of sn ◦ ξ
(Lemma 13) give for any x ∈ Ω(ξ) and n > 2,

(4.11) Φn ◦ ξ = VMξ

(
n−2∑
k=1

Mk−1
ξ sk

)
.

By the R-independence of the vectors v(i) (Proposition 16), the lin-
ear map V t : Rdξ → Eξ is bijective and since M t

ξ(Eξ) = Eξ (Corollary

18), there exists a bijective linear map N : Rdξ → Rdξ such that

M t
ξV

t = V tN.(4.12)

This shows Statement (4). Therefore, using (4.11), (4.12) and (4.9)
we obtain for n > 2,

Φn ◦ ξ = VMξ

n−2∑
k=1

Mk−1
ξ sk = N tΦn−1.

Letting n going to infinity we get (5) and complete the proof. �

The proof we present below follows the same scheme that was used
and that appeared explicitly in [13] and in other works as [27]. The
main difference here is that the factor map Φ̃ is not built in the same
way. In the context of [13] its function Φ̃ itself satisfies the relation
(5) in Lemma 22 with the matrix N being diagonal. Here we need to
decompose the factor map Φ̃ into a sum Φ + Υ where Φ satisfies (5)
in Lemma 22. Actually, such decomposition becomes useless when the
incidence matrix of the proper substitution ξ has a trivial kernel be-
cause then the vectors w(i) have integer coordinates and Υ takes integer
vector values. This simplifies the proof of the theorem significantly.

Recall that µ denotes the unique probability shift-invariant measure
of the system (Ω(ξ), S), and λ denotes the Lebesgue measure on Rdξ .
As the map Φ is continuous with values in Rdξ , it is usefull to observe
that for every Borel set B of Ω(ξ) the image Φ(B) is analytic, hence is
Lebesgue measurable in Rdξ .

Lemma 23. Let ξ be a proper substitution satisfying (P.i),(P.ii). There
exists a constant C such that for every letter a ∈ Aξ we have:
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(1) λ(Φ([a])) = Cµ([a]),
(2) for all integer n large enough, Φ([a]) is the union of the measure

theoretically disjoint sets

Φ(S−kξn([b])), with 0 ≤ k < |ξn(b)|, [a] ∩ S−kξn([b]) 6= ∅,
(3) for any Borel set B ⊂ [a],

λ(Φ(B)) = Cµ(B).

Proof. The Item (1) of Lemma 22 implies Φ ◦ S(x) − Φ(x) = Υ(x) −
Υ(S(x)) + α mod Zdξ , where Υ is defined in (4.8). Since the function
s1 takes finitely many values and Φ is bounded, Ψdiff = Φ ◦ S − Φ is
a continuous function taking values into a finite set. So the function
Ψdiff is locally constant. Hence, there exists some integer n0 ≥ 0 such
that Ψdiff is constant on each set S−kξn([b]), with n > n0, b ∈ Aξ and
0 ≤ k < |ξn(b)| (see Proposition 12).

Therefore, from Lemma 13 and Item (5) of Lemma 22, for any such
b and k, there exists a vector δ(k, b) ∈ Rdξ such that

Φ(S−kξn([b])) = δ(k, b) + Φ(ξn([b])) = δ(k, b) + (N t)nΦ([b]).

By the very hypothesis (P.ii) and Item (4) of Lemma 22, we have
| detN t| = 1/β, so we get

λ(Φ(S−kξn([b]))) = λ((N t)nΦ([b])) = | det(N t)n|λ(Φ([b]))

=
1

βn
λ(Φ([b])).

Let a ∈ Aξ, the partitions of Ω(ξ) in Proposition 12 provide

[a] =
⋃

0≤k<|ξ(j)|,b∈Aξ
[a]∩S−kξn([b]) 6=∅

S−kξn([b]).

Consequently,

λ(Φ([a])) ≤
∑

k,b;0≤k<|ξn(b)|,
[a]∩S−kξn([b]) 6=∅

1

βn
λ(Φ([b])) =

1

βn
(Mn

ξ (λ(Φ([b])))tb∈Aξ)a.

(4.13)

From the Perron’s Theorem, the above inequality is an equality and
(λ(Φ([b])))tb∈Aξ is a multiple of the eigenvector (µ([a]))ta∈Aξ = ~µ(1) of

the dominant eigenvalue βn of Mn
ξ . This shows Item (1). Notice that

the equality in (4.13) also implies Item (2).
To prove Item (3), it is enough to use the partitions of Ω(ξ) given in

Proposition 12 and the ideas at the beginning of this proof. We left it
to the reader (see the proof of Proposition 4.3 in [13]). �
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With the next two propositions, we continue to follow the approach
(and the proofs) in [13].

Proposition 24. Let ξ be a proper substitution satisfying (P.i),(P.ii).
The map Φ is µ-a.e. one-to-one on each cylinder set [a]: there exists
a µ-negligeable borelian subset M⊂ Ω(ξ) such that for any x and y in
[a] \M satisfying Φ(x) = Φ(y), we have x = y.

Proof. Let a ∈ Aξ. From Lemma 23, the sets

N (`)
a =

⋃
(k1,j1)6=(k2,j2);

0≤k1<|ξ`(b1)|,[a]∩S−k1ξ`([b1])6=∅
0≤k2<|ξ`(b2)|,[a]∩S−k2ξ`([b2])6=∅

Φ(S−k1ξ`([b1])) ∩ Φ(S−k2ξ`([b2]))

have zero λ-measure, for any ` ∈ N large enough. Item (3) of Lemma

23 gives furthermore that the sets M(`)
a = (Φ)−1(N (`)

a ) have zero mea-
sure with respect to µ.

Let x1 and x2 be two distinct elements of [a] such that Φ(x1) = Φ(x2).

It suffices to show that they belong to some M(`)
a . Considering the

partitions P`, ` ≥ 0, of Proposition 12, there exist infinitely many
` ∈ N with two distinct couples (k1, b1) and (k2, b2), such that 0 ≤
k1 < |ξ`(b1)|, 0 ≤ k2 < |ξ`(b2)|, x1 ∈ S−k1ξ`([b1]) and x2 ∈ S−k2ξ`([b2]).

Then, x1 and x2 belong to M(`)
a for infinitely many `, which achieves

the proof. �

Proposition 25. Assume Hypotheses (P.i),(P.ii) for a proper substitu-
tion ξ. The sets M and N are negligeable borelian sets and the map
Φ : Ω(ξ) \M → Φ(Ω(ξ)) \ N is a bi-mesurable map.

Proof. As ξ is proper, there exists a letter a such that ξ(Ω(ξ)) is in-
cluded in [a]. Therefore, from Proposition 24, the map Φ is one-to-one
on ξ(Ω(ξ)) except on a set M of zero measure. By the basic prop-
erties of the map Φ (precisely Item (5) of Lemma 22), if two points
x, y ∈ Ω(ξ) have the same image through Φ, then Φ(ξ(x)) = Φ(ξ(y)),
and hence x and y belong to ξ−1(M).

Recall that the induced system on ξ(Ω(ξ)) is a factor of (Ω(ξ), S)
via the map ξ (see Relation (4.1)). This implies that the measure
µ(ξ−1(·)) is invariant for the induced system (ξ(Ω(ξ)), Sξ(Ω(ξ))). It is
a classical fact that induced dynamical systems of uniquely ergodic
dynamical systems are uniquely ergodic. Thus, (ξ(Ω(ξ)), Sξ(Ω(ξ))) has a
unique invariant probability measure: µ/µ(ξ(Ω(ξ))). Thus µ(ξ−1(M))
is proportional to µ(M), so it is null. This achieves the proof. �
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The following proposition provides some topological properties of the
set φ(Ω(ξ)). Its proof is a modification of the arguments in [28] Lemma
2.1.

Proposition 26. Assume Hypotheses (P.i) for a proper substitution ξ.
For any clopen set C in Ω(ξ), the set Φ(C) is regular, i.e.,

int Φ(C) = Φ(C),

where int U denotes the interior of the set U for the usual Euclidean
topology.

Proof. First we show that the open set int Φ(Ω(ξ)) is not empty. Since
1, α1, . . . , αdξ are rationally independent, by Lemma 22, denoting by

π the canonical projection Rdξ → Rdξ/Zdξ = Tdξ , the continuous map
π ◦ Φ̃ : Ω(ξ)→ Tdξ has a dense image hence is onto. It follows that for
any small ε > 0, there exists a finite family V of integer vectors such
that

Bε(0) ⊂
⋃
p∈V

Φ̃(Ω(ξ)) + p.

As in the proof of Lemma 23 we consider the function Υ : Ω(ξ)→ Rdξ

defined by Υ(x) = (〈s1(x), w(i)〉)1≤i≤dξ and recall that Φ̃(x) = Υ(x) +
Φ(x). Set G to be the finite set of values of the map Υ, thus we obtain

Bε(0) ⊂
⋃
p∈V

Φ̃(Ω(ξ)) + p ⊂
⋃

g∈G,p∈V

Φ(Ω(ξ)) + p+ g.

By the Baire Category Theorem, the set Φ(Ω(ξ)) has a nonempty in-
terior.

Now let Ω∗ = Ω(ξ) \ U where U is the union of all open sets O
such that int Φ(O) = ∅. From the previous remark it is a nonempty
compact set. Notice that Ω(ξ) \ Ω∗ is the union of countably many
open (and then σ-compact) subsets. The image Φ(Ω(ξ) \Ω∗) is then a
countable union of compact sets each of those with an empty interior.
Thus, again by the Baire Category Theorem, the set Φ(Ω∗) is dense in
Φ(Ω(ξ)) and since Ω∗ is compact, Φ(Ω∗) = Φ(Ω(ξ)).

Let us show that Ω∗ is S-invariant. Let O be an open set in Ω(ξ) such
that int Φ(O) is empty. By Lemma 22, the function Φ ◦ S − Φ takes
finitely many values, hence it is constant on a partition by clopen sets
P of Ω(ξ). For any atom C of P the set int Φ(C∩O) is empty and then
int Φ(S(C ∩O)) is also empty. As Φ(SO) = ∪C∈PΦ(S(C ∩O)), the set
Φ(SO) is a countable union of compact sets with empty interiors. Again
by the Baire Category Theorem, the set Φ(SO) has empty interior, and
Ω∗ is S-invariant.



30 Fabien Durand, Samuel Petite

The minimality implies that Ω∗ = Ω(ξ), so the image by Φ of any
open set has a nonempty interior.

Finally, let C be a clopen set, and assume that W := Φ(C)\int Φ(C)
is not empty. From the previous assertion, the set Φ(Φ−1(W )∩C) = U
contains a ball and then W intersects int Φ(C): a contradiction. This
shows the statement of the proposition. �

Recall the map Υ(x) = (〈s1(x), w(i)〉)1≤i≤dξ , defined in (4.8), is con-

stant on the sets S−kξ([a]), 0 ≤ k < |ξ(a)|, a ∈ Aξ. From Proposition
24 one can define a map Ψ : Φ(Ω(ξ))→ Rdξ almost everywhere by

Ψ(y) = y + (〈s1(x), w(i)〉)1≤i≤dξ where y = Φ(x).(4.14)

It follows it satisfies

Ψ ◦ Φ = Φ + Υ = Φ̃, µ-a.e..(4.15)

Recall that π : Rdξ → Rdξ/Zdξ = Tdξ denotes the canonical projection.
In the next proposition we use the fact that Ψ ◦ Φ − Φ is locally

constant.

Proposition 27. Assume Hypotheses (P.i), (P.ii) for a proper substi-
tution ξ. There exists a uniformly discrete set Λ such that for λ-a.e.
y ∈ Φ(Ω(ξ)),

{y1 − y2; π ◦Ψ(y1) = π ◦Ψ(y2) = y} ⊂ Λ.

Moreover the maps Z : Ω(ξ)→ Z∪{∞} and ZΨ : Φ(Ω(ξ))→ Z∪{∞}
defined by

Z(x) = #(π ◦Ψ ◦ Φ)−1({π ◦Ψ ◦ Φ(x)}) and

ZΨ(y) = #(π ◦Ψ)−1({π ◦Ψ(y)})
are finite and constant µ-a.e. and λ-a.e with the same constant.

Proof. For any z ∈ Zdξ , set Bz to be the set {y ∈ Φ(Ω(ξ)); ∃y′ ∈
Φ(Ω(ξ)), y = y′+ z}. We have Bz = Φ(Ω(ξ))∩ (Φ(Ω(ξ)) + z), so it is a
Borel set. Notice that for any integer n, Z−1

Ψ ({n}) is a finite intersection
of such sets, so the map ZΨ is measurable. Since Z = ZΨ ◦ Φ a.e., the
map Z is also measurable. Recall that the map Φ is a.e. one-to-one
(Proposition 25) and Ψ ◦ Φ − Φ = Υ (see Equation (4.15)). Recall
the map Υ takes values in the finite set H = {(〈s1(x), w(i)〉)t1≤i≤dξ ;x ∈
Ω(ξ))}.

Hence for two elements Φ(x) and Φ(x′), with x, x′ ∈ Ω(ξ) in the same
π◦Ψ fiber (i.e. π◦Ψ◦Φ(x) = π◦Ψ◦Φ(x′)), the difference Φ(x)−Φ(x′)
a.s. belongs to Zdξ +H−H, a uniformly discrete set. This proves the
first claim for Λ = Zdξ +H−H.
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It follows, by the compactness of the set Φ(Ω(ξ)), that the map ZΨ

is a.e. finite. Hence it is also the case for the map Z. Moreover since
it is S-invariant, we conclude by ergodicity that the map Z is a.e.
constant. Since Z = ZΨ ◦ Φ, the map ZΨ is a.e. constant with the
same constant. �

Proof of Theorem 21. Let ξ : Aξ → A∗ξ be a substitution satisfying the
hypothesis (P.i) and (P.ii). By Corollary 10, we can moreover assume
that ξ is proper. So we can define the maps Φ, Φ̃,Υ,Ψ (see (4.7), (4.8)
and (4.14)) satisfying all the former properties proven in Section 4.4.

Let E be the compact set Φ(Ω(ξ)). Since Υ takes finitely many val-
ues, Lemma 22, Relation (4.7) and Proposition 12, ensure the existence
of an integer n such that the map Φ ◦ S − Φ is constant on each set
En,a,k, := Φ(S−kξn([a])) with a ∈ Aξ and 0 ≤ k < |ξn(a)|. Let T be
the transformation such that its restriction on En,a,k is the translation
of the vector (Φ ◦ S − Φ)|En,a,k . Lemma 23 ensures it is well defined
almost everywhere on E with respect to the Lebesgue measure λ. We
have to show that this map defines a domain exchange.

First, notice, from Proposition 26, that each compact set En,a,k is
regular, hence has a positive Lebesgue measure. From Lemma 23,
the sets (En,a,k)a,k are pairwise disjoint in measure for the measure λ.
Observe, moreover, from the definition of T , that it satisfies Φ ◦ S =
T ◦ Φ µ-a.e. Hence we get λ(T (E)) = λ(E) and T (E) ⊂ E modulo
λ-null sets. Thus, it remains to show that T preserves the Lebesgue
measure λ.

By Proposition 25 the map T is one-to-one except on a set of zero
measure. As a consequence, the sets (T (En,a,k))a,k are also disjoint
in measure. Furthermore, the map T−1 is defined λ-a.e. and is a
translation on a subset of full λ-measure of T (En,a,k). The family of
sets (En,a,k)n,a,k generates the Borel σ-algebra (propositions 12 and 25).
Lemma 23 ensures that the map T preserves the Lebesgue measure and
T defines a domain exchange transformation.

Let us also mention that Item (5) of Lemma 22 provides this domain
exchange is self-affine with respect to the sets En,a,k and the linear
part (N t)n. Finally, Proposition 25 shows this domain exchange is
measurably conjugate to the subshift (Ω(ξ), S).

We recall Ψ: E → Φ̃(Ω(ξ)) ⊂ Rdξ is the measurable map defined by
Ψ ◦Φ = Φ̃ µ-a.e.. Proposition 27 gives the map π ◦Ψ ◦Φ: Ω(ξ)→ Tdξ
is λ-a.e. Rξ-to-one for some integer Rξ and is µ-a.e. equal to π ◦ Φ̃
which is a (continuous) factor map onto a minimal rotation on the torus
Tdξ . Hence π ◦ Ψ ◦ Φ is a measurable a.e. Rξ-to-one factor map from
(Ω(ξ), S) onto a minimal rotation on Tdξ . �



32 Fabien Durand, Samuel Petite

Proof of Theorem 1. As, by Corollary 11 and Proposition 4, unimodu-
lar Pisot substitutions satisfy the hypothesis (P.i), (P.ii), Theorem 1 is
a direct consequence of Theorem 21. �

4.5. On the cardinality of the fibers. Proposition 27 tells that the
map π ◦Ψ is a.s. Rξ-to-one for some constant Rξ. We show below that
Rξ is the volume λ(Φ(Ω(ξ))) of the set Φ(Ω(ξ)).

Proposition 28. Assume Hypotheses (P.i)-(P.ii). We have

λ(Φ(Ω(ξ))) = Rξ.

Proof. Recall that the map Ψ satisfies Ψ ◦ Φ = Φ̃ = Φ + Υ where
Υ is defined in (4.8), so that Ψ restricted to a set Φ(S−kξn([a])),
a ∈ Aξ, 0 ≤ k < |ξ(a)|, for n large enough, is defined on a sub-
set E ′n,a,k of full measure and is a.s. the translation by the constant
value Υ|S−kξn([a]). Thus the closure of Ψ(E ′n,a,k) is a translated of

Φ(S−kξn([a])) and Ψ admits a local continuous right inverse: a trans-

lation Ψ−1
E′n,a,k

: Ψ(E ′n,a,k) → Φ(S−kξn([a])) such that Ψ ◦ Ψ−1
E′n,a,k

= Id
a.s..

Since the map π is open, by Proposition 26, the sets π(Ψ(E ′n,a,k))
are regular. Moreover, taking n large enough, we can assume that the
diameter of each set Ψ(E ′n,a,k) is smaller than 1 so that π restricted to

Ψ(E ′n,a,k) is one-to-one.
Let I be a maximal (for the inclusion) subset of {E ′n,a,k; a ∈ Aξ, 0 ≤

k < |ξ(a)|} such that V =
⋂
E∈I int(π(Ψ(E))) is not empty. Since the

sets are regular, if a set π(Ψ(E ′n,a,k)) ⊂ Tdξ intersects an open set O,

then the interior of π(Ψ(E ′n,a,k)) also intersects O. It follows from the
maximality that:

(H1) The open set (π ◦Ψ)−1(V ) intersects no set E ′n,a,k where E ′n,a,k
does not belong to I.

So, the map π restricted to Ψ(E ′n,a,k) being one-to-one, almost every
element in V admits #I pre-images in ∪a,kE ′n,a,k with respect to the
map π ◦ Ψ. Since V has a positive Lebesgue measure, Proposition 27
ensures #I = Rξ.

Moreover, by the definition of V , for any open subset U ⊂]0, 1[dξ

such that π(U) ⊂ V , one has

(H2) for any set E ∈ I, there exists an integer vector z ∈ Zdξ such

that U + z ⊂ Ψ(E).

Denoting λTdξ the Lebesgue measure on the torus Tdξ , it follows
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λ(U) = λTdξ (π(U))
= 1

λ((Φ(Ω(ξ)))
λ((π ◦Ψ)−1(π(U)))

= 1
λ(Φ(Ω(ξ)))

λ(Ψ−1(
⋃
E∈I,z∈Zdξ Ψ(E) ∩ (U + z)))

= 1
λ(Φ(Ω(ξ)))

λ(
⋃
E∈I,z∈Zdξ Ψ−1

E (U + z) ∩ E)

=
Rξ

λ(Φ(Ω(ξ)))
λ(U).

The first equality comes from properties of the Lebesgue measure on
the torus. The second one comes from the fact that, by unique ergod-
icity, the pullback image of the Lebesgue measure on the torus by the
measure theoretical factor map π ◦ Ψ is the normalized measure. The
third equality follows from (H1) and (H2). The properties of the maps
Ψ−1
E provide the fourth equality. The last one follows from the facts

the sets E ′n,a,k form a measurable partition of Φ(Ω(ξ)), the maps Ψ−1
E

are translations and #I = Rξ. This provides the conclusion. �

The function π ◦ Φ̃ : Ω(ξ) → Tdξ is a continuous factor map. We
provide here a topological characterization of the constant Rξ.

Proposition 29. Assume Hypotheses (P.i)-(P.ii). We have

Rξ = inf
x∈Ω(ξ)

#(π ◦ Φ̃)−1({π ◦ Φ̃(x)}).

Proof. Let Ω̃(ξ) ⊂ Ω(ξ) be a S-invariant set of full measure such that
the map x 7→ #(π ◦ Ψ)−1({π ◦ Φ̃(x)}) is constant, equal to Rξ and

any π ◦ Ψ fiber is uniformly discrete (Proposition 27). Let x ∈ Ω̃(ξ)

and for any integer n, let y
(n)
1 , . . . , y

(n)
Rξ
∈ Φ(Ω(ξ)) be Rξ elements in

(π◦Ψ)−1({π◦Φ̃(Snx)}) and let x
(n)
1 , . . . , x

(n)
Rξ
∈ Ω(ξ) be their pre-image

by Φ: Φ(x
(n)
i ) = y

(n)
i . Since the set of y

(n)
j is uniformly discrete and the

map Φ is uniformly continuous, the set of points {x(n)
j ; j = 1, . . . , Rξ}

is uniformly (in n) separated.
Let x0 ∈ Ω(ξ) be such that #(π◦ Φ̃)−1({π◦ Φ̃(x0)}) = infx∈Ω(ξ) #(π◦

Φ̃)−1({π ◦ Φ̃(x)}). Taking a sequence of integer (ni)i such that Snix
goes to x0 when i goes to infinity, and taking accumulation points of

x
(ni)
j , provides Rξ different points in (π◦Φ̃)−1({π◦Φ̃(x0)}). This proves

the claim. �

As a consequence of Proposition 29, to prove the Pisot conjecture
it is enough to show the existence of a point in the torus that admits
only one preimage by the continuous map π ◦ Φ̃. A similar observation
was done in [5].
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