How Close to the Fully Viscous Solution Can One Get
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1 Introduction

The coupling of different types of partial differential equations is an active field of
research, since the need for such coupling arises in various applications. A first main
area is the simulation of complex objects, composed of different materials, which
are naturally modeled by different equations; fluid-structure interaction is a typical
example. A second main area is when homogeneous objects are simulated, but the
partial differential equation modeling the object is too expensive to solve over the
entire object. A simpler, less expensive model would suffice in most of the object to
reach the desired accuracy. Fluid flow around an airplane could serve as an example,
where viscous effects are important close to the airplane, but can be neglected further
away. A third emerging area is the coupling of equations across dimensions, for
example the blood flow in the artery can be modeled by a one dimensional model,
but in the heart, it needs to be three dimensional.

We are interested in this paper in the second situation, where the motivation for
using different equations comes from the fact that we would like to use simpler,
less expensive equations in areas of the domain where the full model is not needed.
We use as our guiding example the advection reaction diffusion equation. We are in
principle interested in the fully viscous solution, but we would like to solve only an
advection reaction equation for computational savings in part of the domain. Cou-
pling conditions for this type of problem have been developed in the seminal paper
[6], but with the first situation described above in mind, i.e. there is indeed a vis-
cous and an inviscid physical domain, and the coupling conditions are obtained by a
limiting process as the viscosity goes to zero; see also [7], and [1] for an innovative
correction layer.

In his PhD thesis [2], Dubach developed coupling conditions based on absorbing
boundary conditions, and such conditions have been used in order to define heteroge-
neous domain decomposition methods in [4]. A fundamental question however in the
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second situation described above is how far the solution obtained from the coupled
problem is from the solution of the original, more expensive one on the entire do-
main. A first comparison of different transmission conditions focusing on this aspect
appeared in [5]. In [3], coupling conditions were developed for stationary advection
reaction diffusion equations in one spatial dimensions, which lead to solutions of
the coupled problem that can be exponentially close to the fully viscous solution,
and rigorous error estimates are provided. The coupling conditions are based on the
factorization of the differential operator, and the exact factorization can be used in
this one dimensional steady case. We study in this paper time dependent advection
reaction diffusion problems, where the exact factorization of the differential operator
cannot be used any more, due to the non-local nature of the factors. Therefore new
ideas are needed in order to obtain better coupling conditions than the classical ones
developed for situation one, where the domains are really physically different.

2 Model Problem

We consider the time dependent advection reaction diffusion equation
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£adu = E — l/@

+ a% +cu = f in (_LlaLQ) X (O,T),
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Biu(—Ly,-) = g1 on (0,T), (H
Bou(Lz,+) = g2 on (0,T),
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where a is the velocity field, v > 0 is the viscosity, ¢ > 0 is the reaction and B;;,
7 =1, 2 are suitable boundary operators: if a > 0 (resp. a < 0) a Dirichlet condition
is imposed at x = —1 (resp. x = 1) and an absorbing boundary condition of order
1 is imposed at z = 1 (resp. x = —1). We present for convenience our results using
a homogeneous initial condition; in the case of an inhomogeneous initial condition
ug, the change of variables i(z,t) = u(z,t) — e tug(x) leads to a problem of the
form (1).

We suppose now that the viscosity term is only important in part of the domain,
say in (—L1,0), and we are thus willing to solve the full advection reaction diffusion
equation there,

Eaduad = f in (7L1, 0) X (O,T)7
Biugd(—L1,-) = g1 on (0,T),
Badtad(0,-) = gq on (0,7,
Uad(x,0) =0 on (—Ly, Ly).

We want to determine a boundary operator B,4 and a function g,, which can only
use information from solutions of advection reaction equations on the remaining
domain (0, Ls), such that u,q is as close as possible to the fully viscous solution u
on (—Lq,0). Because the viscosity is small, a first idea is to solve on the remaining
domain (0, Lz) the advection equation

r _ Oug n Ouy,
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+cu, on(0,Ls) x (0,7). 3)
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This choice was made in [6] for the 2D stationary advection diffusion equation, and
a variational coupling condition was introduced, which in our time dependent case is

(—vuly + ateq)(0, ) = auy(0,-) ifa>0o0ra <0,

e (0,-) = ua(0,) ifa> 0. @)

We have shown in [3] that for the stationary case of (2) there exist coupling con-
ditions which lead to coupled solutions that are much closer to the fully viscous
solution on the entire domain than with the coupling conditions (4). The purpose of
the present paper is to investigate if similar coupling conditions exist for (2).

3 Factorization of the Differential Operator

Let @i(s) = ["* u(t)e *tdt, R(s) > a be the Laplace transform of the continuous
function u W1th \u(t)| e, t > 0. Performing the Laplace transform of equation
(1), we obtain

82A o4

Vora —|—aax—|—(c+s)1l=f.
The characteristic roots of this equation are
+ 1 2 - 1 2
AT = 5((14— a?+4v(c+s)) and AT = g(a— a?+4v(c+s)), (5

and we obtain a factorization of the Laplace transformed operator,
~ v v
Laog = (a0 —aXT)(—==0, + —=A7).
4= (a0, = N ) (=20, + 227)

The two factors represent evolution operators in the x direction, one into the positive,
and the other into the negative = direction, due to the square root with principal
branch having positive real part. The evolution operators are however non-local, so
we propose to expand A* for small viscosity v,

a+lal c+s a—lal c+s

+ = - = —
AT = 5 a +0O(v) and A = 5 al

+0(v). (6

If we truncate these expansions to obtain approximations )\app, the factorization is
not exact anymore, a remainder appears on the right hand side, see for example [8],

and we obtain

(ady — aXt )(— 8 + )\app) a(x, s)

app
:—v%«c,s)+a%<x,s>+<c+s>a<x,s> (VA apy + (¢ + 8))it(, )
= f = WA pAapp + (c+ 8))it(@, ).
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4 Optimal Coupling Conditions and Approximations

We start by deriving an optimal coupling condition: integrating (7) on (0, L2) once
yields

di du
(— Va——i—u)\app @)(0,5) = (— ua—+mapp @)(Ly, s)e~ Mavp L2

Lz . (®)
_/0 (F(=,s) - (V)‘app)‘app (c+ )iz, s))e rerr"dz.

The integral term suggests introducing the modified advection operator and associ-
ated equation

o~ ~

Lo = (ady — a\l,,) v = f, ©9)
since integrating this equation on (0, Ls) gives w(0) = —1 0L2 f(x)e_ arn® da +

w(Lo)e™ Adpp L2 . Using this idea to replace the integral term, we find that the solution
of (1) satisfies at x = 0 the coupling relation

ot

(~vg L PAapp)(0,8) = (—v 5 4 VAt - aiiq)(Ly, s)e e 4 aiiy (0, 5),
R (10)
where @1, is the solution of Ly, = f — (VAdppAapp T (c+5))t@on (0, La). The cou-

pling relation (10) gives an optimal coupling condition, since solving the advection
diffusion equation on (— L1, 0) with the coupling condition

Olgq

ot R B .
(—v ox T A ipptliad) (0, s) = (—V*U—FV/\;ppﬂ—aua)(Lg, s)e )‘IppL2+aua(0,3)’

ox
an
implies that w4 is the restriction of u on (—Lq,0). But the right hand side of the
coupling condition (11) depends on the fully viscous solution @ on (0, Lo), which
we obviously do not know. We can however solve the advection equation L,u, = f
on (0, L) x (0,T), so that we obtain an approximation of . This leads for a > 0 to
the iterative procedure

go =0, ug =0
fork=0,1,2,...
Lokttt = f — g on (0, Ls) x (0,T)
{ agtt L2 ) ( 0z +Aapp) Z(LQﬂ') on (O>T)
adTt = f on (—L1,0) x (0,T)
{Bluk+l (=L, )= on (0,7)
aduad 0, ) = a,&k—&-l(o’ ) on (O?T)
L, u"fJrl on (0, Ly) x (0,7)
{ k1(0,.) = u’;jl(o, ) on (0,7)
ght uk+)

end;
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where G := vAf A +c+0; and Afpp are the differential operators corresponding
to the symbols )\fpp. The differential operators in this algorithm depend on the order
of approximation of A*, and are given in Table 1 on the left. The initial conditions are

Table 1. Local approximation of the operators in the coupling algorithm.

a>0 a<0
Order 0 Order 1 Order 0 Order 1
g o oMot | 87 1 0 PYo”
oz ox. aot a ox ox a0t a
8 v 2 2 8 v 82 8 2
9l ot malet 2t gte | —(ge T2 )

all homogeneous, except in the case of an approximation of order 1 in the modified
advection problem, where the initial condition is @' (-,0) = — % d,ul(-,0).

If a < 0, the algorithm is in principle not iterative, since the advection problem
(the third in the algorithm) has now as boundary condition

u’;'H(Lz, -y=g20n (0,7),

and can only improve the situation once. One could thus start directly with this step,
but in order to compare the situation with and without this step, we leave the algo-
rithm sequence as stated for the case of a > 0. The differential operators in this
algorithm depend on the order of approximation of A*, and are given in Table 1 on
the right. To investigate how small the error becomes in v, and how this depends on
the iteration, we present in the next section a numerical asymptotic study when the
viscosity goes to zero.

S Numerical Asymptotic Study

We chose for the data f = 0 and ug(z) = ¢ 197" ¢ = +10 and ¢ = 1, and
will consider several values for v. The domain is (—1,1) x (0,0.1). Note that the
support of the initial condition contains the interface between the two subdomains.
We discretize the equations by centered finite differences, and the Crank—Nicolson
scheme in time, with Az = 5455 and At = 135555-

We show in Fig. 1 both for the zeroth and first order approximation the L? error
in space and time between the coupled solution and the fully viscous mono-domain
solution versus the viscosity when a = 10. The error in the advection region is
always |[uq — ul|z2(0,7;22(0,1)) = O(v), and the variational method (4) and the
factorization method of order O with one iteration give similar results, but as soon as
one adds iterations, which seem to converge, or uses the first order approximation,
significantly better results are obtained.

In Fig. 2, we show the L? error in space and time between the coupled solution
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Fig. 1. Positive advection. Factorization method of order 0 and variational method (4) in the
top row, and first order method in the bottom row. Error versus viscosity on (—L1,0) on the
left, and on (0, L2) on the right.

and the fully viscous mono-domain solution versus the viscosity when a = —10.
We see that the error ||ug — u|[22(0,7;12(0,1)) is always O(v). It seems that using the
factorization method of order 0 without iteration is not a useful method: in that case
the neglected term v}, A, 4 ¢+ s = c+ s is not small in v, we need to iterate at
least once, which is equivalent to changing the order in the algorithm, see the com-
ment in Sect. 4. With the factorization method of order 1 and one iteration we obtain
an error of O(1?) which is a substantial improvement over the variational method,
since in that case, because the advection is negative, the information comes from the
right where the error is O(v). Our modified advection operator clearly carries more
relevant information in this case.

In Table 2 we show in summary the numerically estimated dependence on the
viscosity v, both for the case of positive and negative advection.

Table 2. Numerically measured error estimates for ||uad — ul| 220, 7(0,1))-

a>0 a<0
Order 0 Order 1 Order 0 Order 1
liter. | 2iter. | Siter. | liter. | Siter. ||l iter.|2 iter.|] iter.| 2 iter.
owrHow*H o) 0w How* )| —— [OW)|0W)|0W?)
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< —4 —E&—Fact. Order 0: 1 ter.
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—*— Fact. Order 1 : 2 iter. [L—*—Fact. Order 1 : 2 iter.
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Fig. 2. Negative advection. Factorization method of order 0 and variational method in the fop
row, and first order method in the bottom row. Error versus the viscosity on (—L1,0) on the
left, and on (0, L2) on the right.

6 Conclusions

We have derived coupling conditions for the time dependent advection reaction dif-
fusion equation, which lead to coupled solutions that are closer to the fully viscous
solution than when using classical variational coupling conditions. Our numerical
experiments allowed us to estimate the asymptotic dependence on the viscosity of
the new approach, and we are currently working on rigorous error estimates for the
new coupling mechanism.
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