
MARKOV TRACES ON THE BIRMAN-WENZL-MURAKAMI ALGEBRAS

Ivan Marin & Emmanuel Wagner

LAMFA
Université de Picardie Jules-Verne

33 rue Saint Leu
80039 Amiens Cedex 1

France
ivan.marin@u-picardie.fr

—
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Abstract. We classify the Markov traces factoring through the Birman-Wenzl-Murakami
(BMW) algebras. For this purpose, we define a common ‘cover’ for the two variations
of the BMW-algebra originating from the quantum orthogonal/symplectic duality, which
are responsible for the so-called ‘Dubrovnik’ variation of the Kauffman polynomial. For
generic values of the defining parameters of the BMW algebra, this cover is isomorphic to
the BMW algebra itself, and this fact provides a shorter defining relation for it, in the generic
case. For a certain 1-dimensional family of special values however, it is a non-trivial central
extension of the BMW-algebra which induces a central extension of the Temperley-Lieb
algebra. Inside this 1-dimensional family, exactly two values provide possibly additional
Q-valued Markov traces. We describe both of these potential traces on the (extended)
Temperley-Lieb subalgebra. While we only conjecture the existence of one of them, we prove
the existence of the other by introducing a central extension of the Iwahori-Hecke algebra at
q = −1 for an arbitrary Coxeter system, and by proving that this extension indeed admits an
exotic Markov trace. These constructions provide several natural non-vanishing Hochschild
cohomology classes on these classical algebras.
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1. Introduction

1.1. Context. When the Jones and Homfly polynomial appeared, they were first described as
Markov traces on the group algebra of the braid group, and therefore as invariants of oriented
links produced by the virtue of Markov theorem. Indeed this theorem says that an invariant
of oriented links is the same thing as a Markov trace on the tower of the group algebra
of the braid group. This approach has had a great descent, on the existence of quantum
invariants originating from a quantum trace, in the study of Markov traces on generalized
Hecke algebras, and the Khovanov homology in more recent years has a description in terms
of Soergel bimodules that can be seen as part of the same thread of thinking.

On the other hand, the construction of its cousin the Kauffman polynomial has a very
different story. Indeed this polynomial was first described as an invariant of regular isotopy
by way of unoriented skein relations, and then turned into an invariant of (oriented) links
by twisting the invariant of regular isotopy of the underlying unoriented link by the writhe
of the link. This approach was shown to be also applicable to the Jones polynomial (and
later on used in the definition of Khovanov homology) through the Kauffman bracket, whose
description involves unoriented skein relations.

Conversely, there has been very soon an attempt to describe the Kauffman polynomial
in terms of Markov traces. This lead to the definition, independently by Murakami and
Birman-Wenzl, of the BMW-algebra. This algebra however, in spite of the quantum moto
describing both the Hecke and BMW algebra as ‘quantizations’ of the symmetric group and
of the Brauer algebra respectively, and therefore as quantizations of the centralizer algebras
of the tensor powers of the standard modules of the most classical Lie algebras sln and
son/spn, never reached the level of recognition of the Hecke algebra. As a sample test for
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a not so nice behavior, a completely satisfactory ‘categorification’ is still lacking, and the
known generalizations of this algebra to other Coxeter or complex reflection groups have
flatness issues (as modules over the natural ring attached to this context). The most natural
description of the BMW-algebra is probably as an algebra of unoriented tangle diagrams,
following the original work of Kauffman. Then, BMWn can be described as an homomorphic
image of the group algebra of the braid group, by converting a given braid into a non-
oriented tangle. Describing the kernel of this map as a finite set of meaningful relations
presenting BMWn as a quotient is the next natural goal. Following the insight given by
the tangle picture, relations on 2 strands are easily found to be given by a cubic relation
(si − a)(si − b)(si − c) on the Artin generators, hence BMWn belongs to the family of cubic
quotients of the group algebra of the braid group Bn. In the sequel we will denote x = b+ c
and y = bc since most definitions involving the BMW-algebras are symmetric in b, c (but not
in a, b, c !). We will also assume x 6= 0 which is necessary in order to express the elementary
tangles ei as linear combinations of braids. As opposed to the quadratic quotients, for which
the Hecke algebra provides a universal finite-dimensional model, the ‘cubic Hecke algebra’
does not enjoy universal finiteness properties, because the factor group Bn/s

3
i is infinite for

n ≥ 6. There are thus additional relations on 3 strands, and it turns out that these relations
on 3 strands are enough to define the BMWn algebras for every single n.

1.2. Presentation. The origin of this work was the apparently innocent question to deter-
mine whether the ‘Kauffman trace’, that is the Markov trace affording the Kauffman poly-
nomial, was indeed the only Markov trace factoring through the BMW-algebra (in addition
to the one factoring to the smaller Hecke algebra quotient). When we tried to answer this
question, we faced another problem. First of all, it is well-known that there are two varia-
tions of the Kauffman polynomial, one of them having been given the name of the city of
Dubrovnik. These two variations can be seen as Markov traces, after specialization of the pa-
rameters a, b, c, subject to a polynomial relation a = bc or a = −bc. But they are not Markov
trace on the same BMW-algebra ! More precisely, although the two relevant BMW-algebras
are isomorphic as algebras, they are a priori not the same quotient of the group algebra of
the braid group. Indeed, the additional relation on 3 strands involves a, b, c and depends on
whether a = bc or a = −bc. Viewing the BMW-algebras as centralizer algebras for quantum
groups actions, these two specializations correspond to the difference between the orthogonal
and symplectic groups (see the end of §3).

Because of this, we tried to dig deeper into the defining relations of the BMW-algebras.
When translated into braid words, the usual additional relation (in both cases), relating eisjei
and ei for |i − j| = 1, involves 12 terms. We use another relation, that relates s−1

j eis
−1
j and

siejsi, involving only 6 terms when expanded into braid words, which holds inside both BMW-
algebras, and which is enough to ensure the finiteness of the dimension. Because of this, we
can define a finite-dimensional ‘cover’ of the two BMW-algebras involved in the computation
of the Kauffman polynomial, as well as the ortho-symplectic quantum invariants, that we call

B̃MWn.
From this we get a satisfying algebraic setup to explore the possible Markov traces for

every single value of the parameters. We prove that, for generic values of the parameters,
this cover is actually isomorphic to the usual BMW-algebras, thus providing in these cases an
even simpler definition (as a quotient of the group algebra of Bn) of the BMW-algebras (see
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propositions 4.4 and 4.5). However, for generic values satifying a2 = y, we find that B̃MW 3

has one dimension more than expected.
Concerning Markov traces we first get (proposition 5.5) that, when a2 6= y2 and a2 6= y

(and actually : also when a2 = y and a2 6= y2, see proposition 5.7), the only Markov trace

factoring through B̃MWn is the Ocneanu trace, defined on the Hecke algebra quotient.
We specialize to the situation a2 = y2. Then, we have in addition the Kauffman trace.

When y 6= 1, we prove that the only Markov traces factoring through our algebra lead either
to the Kauffman polynomial or to the Homfly polynomial, and that this algebra is actually
isomorphic to the usual BMW-algebra. When y = 1, that is when a2 = y2 and a2 = y, we
have first to exclude a very degenerate case, x = −2a, for which there is an infinite number
of Markov traces, namely the ones factoring the group algebra of the symmetric group (see
proposition 5.10) ; it is well-known that these ones detect only the number of components

of the links. In the general case y = 1, we get an additional Markov trace t††n that basically
provides the parity of the number of components of the link. These 3 Markov traces exhaust
all possible traces, and are linearly independent one from the other, for generic x. The special
values for which this does not hold, besides x = −2a, are x = a and x = 2a.

In order to understand what happens in these two special cases, we provide a description

of the algebra B̃MWn when specialized at a2 = y = 1. For this we define by generators
and relations an algebra over Q[a, x, x−1]/(a2 − 1) that we denote Fn. It is a free module of
rank 1 more than the dimension of BMWn (corollary 6.6) and it can be viewed as a central
extension of BMWn by a 1-dimensional ideal spanned by some element that we call C. This
element squares to 0, and therefore the extension cannot split, precisely when x = a and

x = 2a. We prove that it is indeed the specialization we want of B̃MWn, as soon as x 6= −2a

(theorem 6.8), while the specialization of B̃MWn for the case x = −2a provides a larger
algebra, of which we provide a partly conjectural description (see section 6.8). Finally, we
use the structure of Fn to check that the space of Markov traces factoring through Fn has
dimension at most 3 : there is at most one way to find an additional Markov trace in the
special cases x = a and x = 2a.

In passing, we deduce from the existence of Fn a similar central extension T̃Ln of the
Temperley-Lieb algebra, which is a subalgebra of Fn. We find natural (diagrammatic) inter-
pretations of the two (potential) additional Markovs trace when restricted to this subalgebra.
Finally, we manage to construct the expected additional Markov trace in the case x = 2a by
constructing a central extension of the classical Hecke algebra.

More generally, we prove that, for an arbitrary Coxeter system (W,S), the usual Iwahori-
Hecke algebra at q = −1 has a natural non-split central extension, of dimension 1+#W if W is
finite, and that there existes a Markov trace on this algebra when W = Sn (see theorems 6.22
and 6.27). This Markov trace provides what we need. The case x = a remains conjectural,
although we are confident that the corresponding invariant exists. We guess that an algebraic
proof of the existence of the Kauffman trace similar to the one that Jones provided for the
Ocneanu trace should be easy to generalize to our central extension. However it appears that
no one provided such a proof yet, and finding such a proof seems to us to be quite more tricky
than the Hecke algebra case.

1.3. Organisation of the paper. The plan of the paper is as follows. In §2 we compile a few
results on the ‘cubic Hecke algebra’ on 3 strands, namely the quotient of the group algebra of
B3 by a generic cubic relations (si − a)(si − b)(si − c) = 0. The finite-dimensionality as well
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as the symmetric algebra structure of this algebra is a crucial tool in the sequel. In §3 and §4
we explore the algebraic structure of the BMW-algebra, and define a suitable cover of its two
avatars appearing in the construction of the Kauffman polynomial. This provides a suitable
setting for studying the Markov traces, and we do this in §5. Inside §5, we rediscover the
classical Markov traces, and describe an additional one when y = a2 = 1. We prove there that
these exhaust all possible traces, except when x = a or x = 2a. In §6 we introduce our central
extensions of the BMW-algebra, Hecke algebras and Temperley-Lieb algebras. We define two
additional traces on these extended Temperley-Lieb algebra, and one on the extended Hecke
algebra. Finally, §7 is devoted to the exploration of the link invariants obtained in this way.
We show that the additional trace for y = a2 = 1 simply counts the parity of the number of
components of the link, and we tabulate the two special ones, for which an interpretation is
lacking.

Because of the large number of specializations that we are using, we provide here a table
of the various rings involved in the paper, as a common place for reference. The second table
provide a list of the main algebras used in the paper, together with the rings involved in their
definition.

R = Q[a, b, c, (abc)−1] R = R/(a2 − y2) R± = R/(a∓ y)

S = R[(b+ c)−1] S = S/(a2 − y2) S± = S/(a∓ y)

S
′
= S[(bc− 1)−1] S

′
± = S

′
/(a∓ y) S† = S/(a2 − y)

S†† = S†/(a2 − 1) S††± = S†/(a∓ 1)

Algebra Ring
Hn R

B̃MWn R
BMW±n S±
BMWn R

Acknowledgements. We thank S. Bouc, F. Digne and A. Zimmermann for discussions
and references.

2. Preliminaries on the cubic Hecke algebras on 3 strands

In order to insure the coherence of notations with the forthcoming sections, we let

R = Q[a, a−1, b, b−1, c, c−1] = Q[a, b, c, (abc)−1],

although all the results of the present section are actually already valid withR = Z[a, b, c, (abc)−1].
We let Hn denote the R-algebra defined as the quotient of the group algebra RBn of the

braid group on n strands by the relations (si − a)(si − b)(si − c) = 0 for 1 ≤ i ≤ n − 1 or,
equivalently – since each si is conjugated to s1 – by the relation (s1 − a)(s1 − b)(s1 − c) = 0.
It is known that Hn is a free R-module of finite rank for n ≤ 5 (see [15]). More precisely,
for n = 3, one may excerpt from [15] the following result (see also [3, 6, 17] for related
statements).

Proposition 2.1.

(i) The algebra H3 is a free H2-module of rank 8, with basis the elements 1, s2, s
−1
2 , sα1 s

β
2

for α, β ∈ {1,−1}, s2s
−1
1 s2.

(ii) The algebra H3 is a free R-module of rank 24, with basis the elements

B1 = (1, s1, s
−1
1 , s2, s

−1
2 , s1s2, s1s

−1
2 , s−1

1 s2, s
−1
1 s−1

2 , s1s2s1, s1s2s
−1
1 , s−1

1 s2s1, s
−1
1 s2s

−1
1 ,

s1s
−1
2 s1, s

−1
1 s−1

2 s1, s2s1, s
−1
2 s1, s2s

−1
1 , s−1

2 s−1
1 , s1s

−1
2 s−1

1 , s−1
1 s−1

2 s−1
1 , s2s

−1
1 s2,

s1s2s
−1
1 s2, s

−1
1 s2s

−1
1 s2).

Proof. From [15] theorem 3.2 we know that H3 is generated as a H2-module by the 8 elements
on the first statement. Since H2 is spanned by 1, s1, s

−1
1 it follows that H3 is generated as a
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H3-module by the 24 elements of the second statement. Since Γ3 has 24 elements and by an
a argument of [4] (see also [16], proposition 2.4 (1)) it follows that these 24 elements are a
basis over R of H3. It readily follows that the 8 original elements provide a basis of H3 as a
H2-module. �

A consequence is that H3 is a free deformation of the group algebra RΓ3, where Γn denotes
the quotient of the braid group by the relations s3

i = 1, and H3 becomes isomorphic to it

after extension of scalars to the algebraic closure K of the field of fractions K of R. Actually,
one has the stronger result H3 ⊗RK ' KΓ3, because the irreducible representations of KH3

are absolutely irreducible.
We will use the following explicit matrix models for the representations, which are basically

the same which were obtained in [3], §5B. We endow {a, b, c} with the total order a < b < c.
We denote

(i) Sα for α ∈ {a, b, c} the 1-dimensional representation s1, s2 7→ α
(ii) Uα,β for α, β ∈ {a, b, c} with α < β the 2-dimensional representation

Uα,β : s1 7→

(
α 0

−α β

)
s2 7→

(
β β

0 α

)
(iii) V the 3-dimensional irreducible representation

s1 7→

 c 0 0

ac+ b2 b 0

b 1 a

 s2 7→

 a −1 b

0 b −ac− b2

0 0 c


We note the important feature that these representations are actually defined over R. As a
consequence, these formulas provide an explicit embedding

ΦH3 : H3 ↪→ R3 ⊕M2(R)3 ⊕M3(R)

and the RHS is easy to identify with R24 as a R-module.
For an algebra A, we let [A,A] denote the submodule spanned by the ab− ba for a, b ∈ A.

Proposition 2.2. H3/[H3, H3] is freely generated over R by the 7 elements

1, s1, s
−1
1 , s1s2, s1s

−1
2 , s−1

1 s−1
2 , s−1

1 s2s
−1
1 s2.

Proof. From the basis above it is readily proved (note for instance that the element s1s2s1

conjugates s1 and s2) that H3/[H3, H3] is generated by these 7 elements. The freeness is

a consequence of the fact that, if H̃3 = H3 ⊗R K, then H̃3/[H̃3, H̃3] ' Z(H̃3) ' Z(KΓ3)

has dimension 7. Since these 7 elements also generate H̃3/[H̃3, H̃3] they are a basis of the 7-

dimensionalK-vector space H̃3/[H̃3, H̃3]. If a R-linear combination of these elements belonged

to [H3, H3], this would yield a contradiction since H3 ⊂ H̃3. �

Proposition 2.3.

(i) The family B0 below provides a basis of H3 as a R-module.

B0 =
1, s1, s

2
1, s2, s

2
2, s1s2, s1s

2
2, s

2
1s2, s

2
1s

2
2, s1s2s1, s1s2s

2
1, s

2
1s2s1, s

2
1s2s

2
1, s1s

2
2s1, s

2
1s

2
2s1, s2s1,

s2
2s1, s2s

2
1, s

2
2s

2
1, s1s

2
2s

2
1, s

2
1s

2
2s

2
1, s2s

2
1s2, s1s2s

2
1s2, s

2
1s2s

2
1s2

(ii) The linear form t0 : H3 → R defined by t0(1) = 1 and t0(g) = 0 for all g ∈ B0 \ {1}
is a (nondegenerate) symmetrizing form for H3.
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Proof. It was checked in [3] §4B that the linear span of B0 (actually of the image of B0 under
the anti-automorphism si 7→ si, see [15]) was stable under left multiplication by s1, s2, hence
generates H3, and thus provides a basis of H3. It appears however that the computations in
[3] might have (incorrectly) been made inside H3 ⊗K instead of H3, so we need to provide
another argument. Since we proved that B1 is a basis of H3, it is sufficient to show that every
element of B1 can be expressed as a linear combination of the elements of B0. This readily
follows from the expression of s−1

i as a linear combination of 1, si and s2
i . This proves (1).

Using the explicit injective morphism Φ : H3 → R3 ×M2(R)3 ×M3(R) above, calculations
inside H3 are easy, and we can explicitely check that (x, y) 7→ t0(xy) is indeed a symmetrizing
trace, more precisely that the matrix t0(bibj) for bi ∈ B0 (resp. B1) is a symmetric matrix
with determinant −(abc)54 (resp. −(abc)2), which belongs to R×. �

Because of the proposition, it is possible to apply the theory of Geck’s ‘Schur elements’
(see e.g. [7]) to H3, that is to determine elements pχ ∈ R attached to each of the irreducible
representations χ of H3 ⊗ K such that t0 =

∑
χ

1
pχ
trχ where trχ denotes the matrix trace

attached to the irreductible representation χ of H3 ⊗K. Once convenient matrix models as
well as an explicit description of t0 are known, it is a simple matter to determine them. These
elements were already determined in [13].

The one attached to Sa is

pSa =
(a− c)

(
a2 − ac+ c2

)
(a− b)

(
a2 − ab+ b2

) (
bc+ a2

)
b4c4

the one to Ub,c is

pUb,c = −
(
b2 + c2 − bc

)
(a− c) (a− b)

(
bc+ a2

)
a4bc

and the one to V is

pV =

(
bc+ a2

) (
ab+ c2

) (
ac+ b2

)
a2c2b2

By this theory of Schur elements (see [7] theorem 7.2.6) we have that, for each morphism
ϕ : R → k for k a field, H3 ⊗ϕ k is semisimple if and only if ϕ(pχ) 6= 0 for all irreducible
representation χ of H3. Another related computation that can be found in [17] is that the
discriminant of the trace form of the regular representation of H3, that is to say of the action
of H3 on itself by left multiplication, is

21239a6b6c6(c− b)10(a− c)10(b− a)10

(c2 − cb+ b2)6(a2 − ac+ c2)6(b2 − ba+ a2)6(a2 + bc)14(b2 + ac)14(c2 + ab)14.

From this computation of Schur elements we get the following lemma.

Lemma 2.4. Let R1 be a domain, and ϕ : R→ R1 a morphism of rings such that ϕ(pχ) 6= 0
for all the irreducible representation χ of H3 . Then the induced map

ΦH3 ⊗R1 : H3 ⊗ϕ R1 → R3
1 ⊕M2(R1)3 ⊕M3(R1)

is injective.

Proof. Let k denote an algebraic closure of the fraction field of R1. By the remarks above
we get the semisimplicity of H3 ⊗ϕ k and, by Tits deformation theorem, that H3 ⊗ϕ k is
isomorphic to k3 ⊕M2(k)3 ⊕M3(k). Moreover (see [7] theorem 7.4.6), the ‘decomposition
map’ between H3 ⊗K and H3 ⊗ϕ k induces an isomorphism between simple modules, which
implies that the morphism that we consider ΦH3⊗ϕ : H3 ⊗ϕ k → k3 ⊕M2(k)3 ⊕M3(k) is a
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morphism from H3 ⊗ϕ k to the sum of the matrix algebras associated to its simple modules.
Because H3 ⊗ϕ k is semisimple, this morphism is indeed an isomorphism. Since H3 is free
over R1 the conclusion follows. �

Let M be a R-module. Since the natural map H2 → H3 is injective, we can identify H2

with a R-subalgebra of H3.
For M a R-module, we let MTn(M) be the R-module of R-linear maps t : Hn → M such

that t(xy) = t(yx) for all x, y ∈ Hn, and such that t(xsn−1) = t(xs−1
n−1), for all x in the image

of the natural morphism Hn−1 → Hn.

Proposition 2.5. Let M be a R-module. Then MT3(M) is isomorphic to HomR(R4,M)
under t 7→ t(1)e∗1 + t(s1)e∗2 + t(s1s2)e∗3 + t(s1s

−1
2 s1s

−1
2 )e∗4, where (e1, . . . , e4) is the canonical

basis of R4 and the e∗i ∈ Hom(R4,M) are the obvious dual maps.

Proof. Let t ∈ MT3(M). Since s2 is conjugated to s1 and t vanishes on s2 − s−1
2 , it also

vanishes on s1− s−1
1 , hence t(s−1

1 ) = t(s1). Since t also vanishes on s1s2− s1s
−1
2 , and because

s−1
1 s−1

2 − s1s2 = (s−1
1 s−1

2 − s
−1
1 s2) + (s−1

1 s2 − s1s2)
= (s−1

1 s−1
2 − s

−1
1 s2) + (s1s2s1)(s−1

2 s1 − s2s1)(s1s2s1)−1

we get that t(s1s2) = t(s1s
−1
2 ) = t(s−1

1 s−1
2 ). By proposition 2.2 it follows that the map

MT3(M)→ HomR(R4,M) described in the statement is injective (note that t(s1s
−1
2 s1s

−1
2 ) =

t(s2s
−1
1 s2s

−1
1 ) = t(s−1

1 s2s
−1
1 s2) using s1s2s1-conjugation and the invariance of traces under

cyclic rotation). Conversely, because by proposition 2.2 H3/[H3, H3] is a free module, it is
possible to associate to each element in HomR(R4,M) a trace t onH3 satisfying t(s−1

1 ) = t(s1),

t(s1s2) = t(s1s
−1
2 ) = t(s−1

1 s−1
2 ). Now, since H2 is spanned by 1, s1, s

−1
1 , the R-module spanned

by the xs2 − xs−1
2 for x ∈ H2 is spanned by s2 − s−1

2 , s1s2 − s1s
−1
2 , s−1

1 s2 − s−1
1 s−1

2 , hence t
clearly vanishes on it. �

3. Two BMW algebras as quotients of the braid groups

We still denote R = Q[a, b, c, (abc)−1] and let S = R[(b+ c)−1], S± = S/(a∓ y). There are
two variants of the Birman-Wenzl-Murakami algebras, one which can be defined over S+, the
other one over S−. Usually, they are defined as a algebras over Q[α, α−1, q, q−1, (q± q−1)−1],
by generators σ1, . . . , σn−1, braid relations between the σi’s, and three series of relations
involving the additional elements

ei =
σ−1
i ± σi
q ± q−1

∓ 1,

namely

(i) σiei = α−1ei
(ii) eiσi+1ei = αei
(iii) eiσ

−1
i+1ei = αei

That these relations are enough to present the algebra originally introduced in [1] was shown
in [20]. A classical remark is that, using conjugating properties inside the braid group, these
three series of relations are equivalent to the three relations

(i) σ1e1 = α−1e1

(ii) e1σ2e1 = αe1

(iii) e1σ
−1
2 e1 = α−1e1
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A slightly more convenient presentation for our purposes is to replace the generators σi by
si = α−1σi. The formulas above become

ei =
α−1s−1

i ± αsi
q ± q−1

∓ 1 =
α−2s−1

i ± si
α−1q ± α−1q−1

∓ 1,

and

(i) s1e1 = α−2e1

(ii) e1s2e1 = e1

(iii) e1s
−1
2 e1 = e1

A classical consequence of the first relation is that s1 and, therefore, all the si’s, satisfy a
cubic relation, and more precisely

(si − α−2)(si − α−1q)(si ∓ α−1q−1) = 0

It follows that this algebra is actually defined over

Q[α2, α−2, α−1q, α−1q−1, (α−1q ± α−1q−1)−1]

which is isomorphic to S± = S/(a∓ bc) under a 7→ α−2, b 7→ α−1q, c 7→ ±α−1q−1. Using this
isomorphism, we get that

ei =
as−1
i ± si
b+ c

∓ 1,

and the defining relations become, in addition of the braid relations,

(i) (s1 − a)(s1 − b)(s1 − c) = 0
(ii) e1s2e1 = e1

(iii) e1s
−1
2 e1 = e1

and thus BMW±n appears as the quotient of Hn⊗SS± by the ideal generated by two elements
S± and S ′±, namely e1s2e1−e1 and e1s

−1
2 e1−e1. Notice that each of these elements, expressed

in the si’s, is a linear combination of 12 terms originating from the braid group. We call
these the two 12-terms defining relations of the BMW algebras. In this setting, the classical
definition of the BMW algebras can be formulated as follows.

Definition 3.1. BMW±n = (Hn ⊗R S±)/(S±,S ′±).

We let x = b + c, y = bc. We recall the following easy consequences of the cubic relation
and of the definition of ei :

• e2
i = δei with δ = 1±a∓x

x
• eisi = aei = eisi

We first prove that, if x − a is made invertible, then these two 12-terms relations are
equivalent, in other words that the defining ideal is generated by either one of these two
relations.

Proposition 3.2.

BMW±n ⊗S± S±[(x− a)−1] =
(
Hn ⊗R S±[(x− a)−1]

)
/(S±)

BMW±n ⊗S± S±[(x− a)−1] =
(
Hn ⊗R S±[(x− a)−1]

)
/(S ′±)
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Proof. We need to prove that the two relations e1s
−1
2 e1 = e1 and e1s2e1 = e1 are implied one

by the other, inside H3⊗RS±[(x−a)−1]. We assume that e1s2e1 = e1, and show e1s
−1
2 e1 = e1,

the proof of the converse implication being similar.
We have X = (e1s2e1)s−1

2 e1 = e1s
−1
2 e1, and also X = e1(s2e1s

−1
2 )e1 = e1s

−1
1 e2s1e1, because

the braid relations imply s2s
u
1s
−1
2 = s−1

1 su2s1 for all u ∈ Z and by expressing ei as a linear

combination of 1, si and s−1
i . Now the cubic relation implies s1e1 = ae1 and e1s

−1
1 = a−1e1,

hence X = (e1s
−1
1 )e2(s1e1) = e1e2e1. By definition of e2, this is

X = e1

(
as−1

2 ± s2

x
∓ 1

)
e1 =

ae1s
−1
2 e1 ± e1s2e1

x
∓ e2

1 =
ae1s

−1
2 e1 ± e1

x
∓ δe1.

Altogether, this yields(
1− a

x

)
e1s
−1
2 e1 = ∓

(
δ − 1

x

)
e1 = ∓

(
1± a∓ x− 1

x

)
e1 =

(
−a+ x

x

)
e1 =

(
1− a

x

)
e1

whence the conclusion. �

Recall that, inside BMW±n , we have a = ±y.

Proposition 3.3. We have s−1
2 e1s

−1
2 = a−2s1e2s1 = y−2s1e2s1, and

1

x
s−1

2 s1s
−1
2 −

1

xy2
s1s2s1 − s−1

2 + s2
1 =

1

xy
s1s
−1
2 s1 −

y

x
s−1

2 s−1
1 s−1

2 .

Proof. We have e1 =
as−1

1 ±s1
x ∓ 1, that is as−1

1 ± s1 = xe1± x hence s1 = ±xe1 + x∓ as−1
1 . It

follows that s1e2s1 = ±xe1e2s1 +xe2s1∓as−1
1 e2s1. By the braid relations we have s−1

1 e2s1 =

s2e1s
−1
2 , and we have e1e2s1 = ae1s

−1
1 e2s1 = ae1s2e1s

−1
2 = ae1s

−1
2 . Thus

s1e2s1 = ±xae1s
−1
2 + xe2s1 ∓ as2e1s

−1
2 .

Similarly, s−1
2 = ∓a−1s2 + a−1xe2 ± xa−1, hence s−1

2 e1s
−1
2 = ∓a−1s2e1s

−1
2 + a−1xe2e1s

−1
2 ±

xa−1e1s
−1
2 . We have e2e1s

−1
2 = a−1(e2s2)e1s

−1
2 = a−1e2(s2e1s

−1
2 ) = a−1(e2s

−1
1 e2)s1 =

a−1e2s1 and

s−1
2 e1s

−1
2 = ∓a−1s2e1s

−1
2 + a−2xe2s1 ± xa−1e1s

−1
2

= a−2(±xae1s
−1
2 + xe2s1 ∓ as2e1s

−1
2 )

= a−2s1e2s1.

Using again ei =
as−1
i ±si
x ∓ 1 and a = ±y on both sides one gets the conclusion by straight-

forward computation. �

Finally, following the method of Birman and Wenzl in [1], we define Markov traces t±n :
BMW±n → S± by their images on words in the σ′is, by closing the braid corresponding to
it and applying the Kauffman invariant of links, in its original or Dubrovnik variation (see
[11]). We recall that this is done by applying the skein relations of Figure 1, starting from
the additional conventional choice that the trivial knot diagram is mapped to 1, and then
multiply by αr where r is the writhe of the diagram, namely the number of crossings of the
original braid (in other terms, the image of the abelianization morphism ` : Bn → Z which
maps σi 7→ 1). In particular, we have t±n (s1 . . . sn−1) = 1, and

t±2 (1) = δ±K =
y ∓ x+ 1

x
.
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+ q + q-1( ) ( (+

α-1
α

Figure 1. Skein relations for the Kauffman polynomial of unoriented links

The fact that the value of such a trace on braids lies inside the S± is a consequence of the
following probably classical lemma.

Lemma 3.4. For all β ∈ Bn, t±n (β) ∈ Q[a, a−1, x, x−1] ⊂ S±

Proof. Let L be the closure of the braid β, and
−→
D an oriented link diagram representing it.

We prove more generally that, for an oriented link diagram
−→
D , the value of the Kauffman

invariant
−→
K(
−→
D) lies in Q[a, a−1, x, x−1]. We do this by a double induction, first on the

number of crossings, and then, the number of crossings being fixed, on the minimal number

of crossings needed to be changed in order to get a diagram representing a trivial link. If
−→
D

represents a trivial link with r components, we have
−→
K(
−→
D) = t±n (1) = δ±rK ∈ S0. Otherwise,

by choosing a suitable crossing we can apply the first relation of Figure 1 to the corresponding
unoriented diagram D. Letting D′ the other diagram with the same number of crossings, and
D0, D∞ the two other ones, and K(D),K(D′), etc. the Kauffman polynomial for unoriented
links associated to them, we get K(D) = ∓K(D′)∓ε(q±q−1)(K(D0)+K(D∞)) for some ε ∈
{−1, 1}. There exists oriented diagrams

−→
D′,
−→
D0,
−−→
D∞ whose underlying unoriented diagrams

are D′, D0, D∞. Then
−→
K(
−→
D) is equal to

∓
−→
K(
−→
D ′)αw(

−→
D)−w(

−→
D′) ∓ ε(q ± q−1)α

(
αw(
−→
D)−w(

−→
D0)−1−→K(

−→
D0)± αw(

−→
D0)−w(

−−→
D∞)−1−→K(

−→
D∞)

)
Since the parity of the writhe only depends on the number of crossings the conclusion follows

by induction. �

More precisely, this lemma shows that the value of t±n on such a braid belongs to the
subalgebra of S± generated by α−2 = a and α−1(q±q−1) = b+c = x as well as their inverses.
If z = q ± q−1, this subalgebra may also be seen as the fixed subalgebra of Q[α, α−1, z, z−1]
fixed by the involutive automorphism α 7→ −α, z 7→ −z.

Using the skein relations one gets in particular the following formula (which is the value of
the Kauffman polynomial on the figure-eight knot 41).

t±3 (s1s
−1
2 s1s

−1
2 ) = x3(a2 ± a) + x2(a2 + 2a± 1)− x(1± a)− (±1± a+ a−1)

In terms of quantum groups, these two variants of the BMW algebras have their origin
in the disctinction between the symplectic and orthogonal groups acting on their standard
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V ($1)

&&��xx
V (2$1)

�� ��

''

1

��

V ($2)

xx

�� ��

V ($1)

V (3$1) V ($1 +$2) V ($3)

Figure 2. Decomposition of V ⊗ V and V ⊗ V ⊗ V

1 2$1 $2

ã b̃ or c̃ b̃ or c̃

SO(V ) q1−m q −q−1

SP (V ) −q1−m q−1 −q
Table 1. Eigenvalues of the braid action

module. Indeed, let V denote the finite dimensional complex vector space acted upon by
the isometry group G of some non-degenerate bilinear form. We assume G is split and fix a
Cartan subalgebra of its Lie algebra g, and use Bourbaki conventions and notations for the
weights (see [2]). Then V is a fundamental module of highest weight $1. Then, Figure 2
represents the graph corresponding to the relation x→ y meaning ‘y appears as a constituent
in x ⊗ V ’ (which turns out to be a symmetric relation because V is selfdual), and therefore
is also the Bratteli diagram of the tower of centralizers algebra, which are well-known to
be the algebras of Brauer diagrams. The difference between the orthogonal and symplectic
case is that S2V = 1 + V (2$1) in the former case, while Λ2V = 1 + V ($2) in the latter
– where V (λ) denotes the highest weight module corresponding to λ, and 1 = V (0) is the
trivial representation.Therefore, the quantum representation of the braid group obtained by
monodromy of the KZ 1-form

h

iπ

∑
i<j

Ωijdlog(zi − zj)

is such that the spectrum {ã, b̃, c̃} of the Artin generators is given in table 1 with q = eh/2(m−2),
m = dimV in the orthogonal case, m = −dimV in the symplectic case (recall that Ωij is the
action on the tensor factors in position (i, j) of V ⊗n of

∑
k fk⊗fk ∈ g⊗g where f1, f2, . . . is an

orthonormal basis of g w.r.t. the Killing form). Renormalizing the eigenvalues by the formula
x = x̃q1−m, we get that a = −bc in the orthogonal case, while a = bc in the symplectic case.
Therefore the algebras BMW+

n and BMW−n corresponds to the symplectic and orthogonal
groups, respectively. Moreover, a is specialized to ∓q2(1−m).
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4. A universal cover for the two BMW algebras, and a shorter defining
relation

We still denote R = Q[a, b, c, (abc)−1], S = R[(b + c)−1]. In all what follows, Q could be
replaced by Z[1

2 ] without damage ; however the invertibility of 2 is crucial at several steps.
Indeed, the BMW-algebras in characteristic 2 present very specific features (see [5] for results
in this direction). For n ≥ 3, we let In denote the ideal of Hn generated by the elements

Ri = −bcsis−1
i+1si + (bc)2s−1

i+1 sis
−1
i+1 − sisi+1si − (b+ c)b2c2s−2

i+1 + (b+ c)s2
i + (bc)3s−1

i+1s
−1
i s−1

i+1

for 1 ≤ i ≤ n− 2. Note that Ri = −bcsis−1
i+1si + (bc)2s−1

i+1 sis
−1
i+1− sisi+1si− (b+ c)b2c2s−2

i+1 +

(b+c)s2
i +(bc)3s−1

i s−1
i+1s

−1
i , and that each Ri is conjugated to R1 inside Hn. As a consequence

In is generated as an ideal by R1.

Definition 4.1. We let B̃MWn = Hn/In.

We also note that Ri actually has coefficients in R0 = Q[b, c, (bc)−1] ⊂ R. Let ε be the
involutive automorphism of the Q-algebra R0 defined by b 7→ c, c 7→ b. We have Rε0 =
Q[x, y±1] with y = bc, x = b+ c, and Ri has coefficients in Rε0. The relation Ri can thus be
written

0 ≡ −ysis−1
i+1si + y2s−1

i+1 sis
−1
i+1 − sisi+1si − xy2s−2

i+1 + xs2
i + y3s−1

i s−1
i+1s

−1
i

or (see Figure 3)

s−1
i+1 sis

−1
i+1 ≡

1

y
sis
−1
i+1si +

1

y2
sisi+1si + xs−2

i+1 −
x

y2
s2
i − ys−1

i s−1
i+1s

−1
i .

The cubic relation (si−a)(s2
i−xsi+y) = s3

i−(a+x)s2
i +(y+ax)si−ay = 0 implies s2

i = (a+

x)si − (y + ax) + ays−1
i , hence that si+1s

−1
i si+1 = s−1

i (sisi+1s
−1
i )si+1 = s−1

i s−1
i+1sisi+1si+1 =

s−1
i s−1

i+1sis
2
i+1 = (a+x)s−1

i (s−1
i+1sisi+1)−(y+ax)s−1

i s−1
i+1si+ays

−1
i s−1

i+1sis
−1
i+1 = (a+x)si+1s

−1
i −

(y + ax)s−1
i s−1

i+1si + ays−1
i s−1

i+1sis
−1
i+1. Thus, Ri implies the following relation R′i :

si+1s
−1
i si+1 ≡ (a+ x)si+1s

−1
i − (y + ax)s−1

i s−1
i+1si + as−1

i+1si + 1
yasi+1si

+xays−1
i s−2

i+1 −
x
yasi − ay

2s−2
i s−1

i+1s
−1
i .

We letHn(b, c) denote the usual Hecke algebra RBn/(s1−b)(s1−c). The natural projection
RBn � Hn(b, c) obviously factorizes through Hn.

Proposition 4.2.

(i) The R-algebra morphism Hn � Hn(b, c) factorizes through B̃MWn.

(ii) If we abuse notations by letting B̃MWn also denote the image of B̃MWn inside

B̃MWn+1 under the natural morphism si 7→ si, we have

B̃MWn+1 = B̃MWn + B̃MWnsnB̃MWn + B̃MWns
−1
n B̃MWn.

(iii) For all n, B̃MWn is a finitely generated R-module.
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≡ 1
y

+ 1
y2 +x

− x
y2 −y

Figure 3. 6-terms defining relation for B̃MW 3

Proof. The defining relation of Hn(b, c) is s2
i = xsi−y, and Ri = −ysis−1

i+1si+y2s−1
i+1 sis

−1
i+1−

sisi+1si−xy2s−2
i+1 +xs2

i +y3s−1
i+1s

−1
i s−1

i+1 . Inside Hn(b, c), ys−1
i+1 = x−si+1 hence −ysis−1

i+1si =

−xs2
i + sisi+1si and Ri = y2s−1

i+1 sis
−1
i+1 − xy2s−2

i+1 + y3s−1
i+1s

−1
i s−1

i+1. From ys−1
i = x − si

we get y3s−1
i+1s

−1
i s−1

i+1 = xy2s−2
i+1 − y2s−1

i+1sis
−1
i+1 hence Ri = 0 in Hn(b, c), which proves

(i). We prove (ii) by induction, with B̃MW 1 = R, the case n = 1 being trivially true,

as B̃MW 2 is spanned over R by 1, s1, s
−1
1 . The method is now similar to the one used in [5],

proposition 4.2. Let U = B̃MWn + B̃MWnsnB̃MWn + B̃MWns
−1
n B̃MWn ⊂ B̃MWn+1.

It is a B̃MWn-submodule of B̃MWn+1 containing 1, so we only need to prove snU ⊂
U . We have snB̃MWn ⊂ U , so we need to prove snB̃MWns

±1
n B̃MWn ⊂ U , and actu-

ally only snB̃MWns
±1
n ⊂ U is needed. By induction we know B̃MWn = B̃MWn−1 +

B̃MWn−1sn−1B̃MWn−1 + B̃MWn−1s
−1
n−1B̃MWn−1 hence snB̃MWns

±1
n is equal to

snB̃MWn−1s
±1
n + snB̃MWn−1sn−1B̃MWn−1s

±1
n + snB̃MWn−1s

−1
n−1B̃MWn−1s

±1
n

= B̃MWn−1sns
±1
n + B̃MWn−1snsn−1s

±1
n B̃MWn−1 + B̃MWn−1sns

−1
n−1s

±1
n B̃MWn−1.

It is thus sufficient to prove that sns
−1
n−1sn ∈ U , since snsn−1s

±1
n = s±1

n−1snsn−1 ∈ U and

sns
−1
n−1s

−1
n = s−1

n−1snsn−1 ∈ U . This follows from relation R′n, and proves (ii) by induction.
(iii) is a trivial consequence of (ii). �

Inside B̃MWn ⊗R S and S we introduce the following elements

ei =
a

y

(
ys−1
i + si
x

− 1

)
, δ̃ =

a2 − ax+ y

y
.
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= 1

y 2

= a  -ax+y2

y

Figure 4. Diagrammatic relations for B̃MWn ⊗R S

Proposition 4.3. We have eisi = aei and s−1
i+1eis

−1
i+1 = y−2siei+1si. Moreover, these two

relations together with ei = a
y

(
ys−1
i +si
x − 1

)
provide a presentation of B̃MWn ⊗R S with

generators s1, . . . , sn−1, e1, . . . , en−1, and we have e2
i = δ̃x−1ei.

Proof. The fact that e2
i = δ̃x−1ei is a straightforward computation using the cubic relation

and the definition of ei. Using the definition of ei, s
−1
i+1eis

−1
i+1 = y−2siei+1si is a rewriting of

the defining relation Ri, which proves the first claim. The fact that these relations provide

a presentation of B̃MWn follows from the fact that eisi = aei, e
2
i = δei (with δ = δ̃/x)

together with the relation between ei and si implies the cubic relation on si, and then again
s−1
i+1eis

−1
i+1 = y−2siei+1si. �

It is thus possible to depict elements of B̃MWn ⊗R S as diagrams in a similar flavour as
the elements of the usual BMW algebras (see Figure 4).

For the sequel we need to compute the image of R1 inside the various representations of
H3. We get that Sb, Sc, Ub,c, V all map R1 to 0, while

Sa : R1 7→ −
(−c+ a) (a− b)

(
a2 − bc

) (
a2 + bc

)
a3

Ua,c : R1 7→

 (a− b)
(
ca+ b2

)
− c(a−b)(ca+b2)

a

− c(a−b)(ca+b2)
a

c2(a−b)(ca+b2)
a2



Ua,b : R1 7→

 (−c+ a)
(
ab+ c2

)
− b(−c+a)(ab+c2)

a

− b(−c+a)(ab+c2)
a

b2(−c+a)(ab+c2)
a2


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Recall that the numerical invariant of a (absolutely) semisimple k-algebra A is the tuple
(n1 ≤ · · · ≤ nr) such that A⊗ k 'Mn1(k)× · · · ×Mnr(k), where k denotes any algebraically
closed field containing k.

Proposition 4.4. For all n, B̃MWn⊗K is a semisimple algebra whose numerical invariant
is the same as BMW+

n . In particular it has dimension 1.3.5. . . . .(2n+ 1).

Proof. Let ψ : R → S+[λ±1] be the algebra morphism defined by a 7→ λbc, b 7→ λb, c 7→ λc.
We define a surjective morphism S+[λ±1]Bn → BMW+

n ⊗S+ S+[λ±1] which maps σi 7→ λsi,
where σi is the i-th Artin generator of the braid group Bn. It is straightforward to check that
this morphism factorizes according to the following diagram, where the map S+[λ±1]Bn →
Hn⊗ψ S+[λ±1] is σi 7→ si, and Hn⊗ψ S+[λ±1]→ B̃MWn⊗ψ S+[λ±1] is naturally induced by

the canonical map Hn � B̃MWn.

S+[λ±1]Bn //

��

BMW+
n ⊗S+ S+[λ±1]

Hn ⊗ψ S+[λ±1]

55

))

B̃MWn ⊗ψ S+[λ±1]

OO

Let K̃ the field of fractions of S+[λ±1]. From this factorisation we get surjective morphisms

Hn⊗ψ K̃ → B̃MWn⊗ψ K̃ → BMW+
n ⊗S+ K̃. The kernel Fn of Hn⊗ψ K̃ → BMW+

n ⊗S+ K̃ is

the ideal generated by the image of F3 under the natural morphism H3⊗ψ K̃ → Hn⊗ψ K̃, and

similarly the kernel Gn of Hn⊗ψ K̃ → B̃MWn⊗ψ K̃ is generated by the image of G3 under the

natural morphism H3⊗ψK̃ → Hn⊗ψK̃. In order to prove that the morphism B̃MWn⊗ψK̃ →
BMW+

n ⊗S+ K̃ is an isomorphism, it is thus sufficient to check that BMW+
3 ⊗S+ K̃ and

B̃MW 3 ⊗ψ K̃ have the same dimension. Since BMW+
3 is free of rank 15 over S+ we need

to show that B̃MW 3 ⊗ψ K̃ has dimension 15. For example because of the computation

of the Schur elements, we know by section 2 that H3 ⊗ψ K̃ is semisimple, and isomorphic
to a direct sum of matrix algebras. Because of this, the ideal generated by an element is
uniquely determined by the collection of simple modules on which it vanishes. Because of the
calculations above we know that this element is nonzero exactly on Ua,c, Ub,c, Sa. It follows

that the ideal has dimension 1+2×22 = 9 hence the dimension of B̃MW 3⊗ψ K̃ is 24−9 = 15,
as required.

We thus proved that B̃MWn ⊗ψ K̃ is semisimple, because BMW+
n ⊗S+ K̃ is so, and that

these two K̃-algebras have the same numerical invariant. Now notice that K̃ = Q(λ, b, c) is
isomorphic to K = Q(a, b, c) under the isomorphisms

τ−1 : K → K̃ a 7→ λbc, b 7→ λb, c 7→ λc

τ : K̃ → K λ 7→ bc
a , b 7→

a
c , c 7→

a
b

and we have B̃MWn ⊗R K ' (B̃MWn ⊗ψ K̃) ⊗τ K as K-algebras. This isomorphism τ

between K̃ and K can be extended to an isomorphism between their algebraic closures k, k̃.



MARKOV TRACES ON THE BMW-ALGEBRAS 17

If B̃MWn ⊗ψ k̃ ' Mn1(k̃)⊕ · · · ⊕Mnr(k̃), then B̃MWn ⊗R k ' Mn1(k)⊕ · · · ⊕Mnr(k) and
the conclusion follows. �

We let R = R/(a2 − (bc)2) = R/(a2 − y2), R± = R/(a ∓ y), and S = S/(a2 − (bc)2) =
S/(a2 − y2), S± = S/(a ∓ y). By the Chinese Reminder Theorem we have R ' R+ ⊕ R−,

S ' S+ ⊕ S−. Let BMWn = B̃MWn ⊗R R. From the preceding section we know that
we have natural R-algebra morphisms BMWn → BMW±n , hence a R-algebra morphism
BMWn → BMW+

n ⊕BMW−n .

Proposition 4.5. The natural morphism BMWn → BMW+
n ⊕BMW−n becomes an isomor-

phism after tensorisation by S
′
= S[(bc− 1)−1].

In other words, if (bc − 1) is assumed to be invertible, then the 6 terms relation that we
introduce here imply the defining 12 terms relations of the BMW algebras, and thus we can
use it to get a simpler definition of the BMW algebras as quotients of the group algebra of
the braid group.

Recall that the standard (12 terms) generators of the defining ideal of BMW+
n are

S+ := x−2s1s2s1 − yx−1s−1
1 s2 − yx−1s2s

−1
1 + s2 − x−1s1s2 − x−1s2s1 + yx−2s1s2s

−1
1

+yx−2s−1
1 s2s1 + y2x−2s−1

1 s2s
−1
1 − x−1s1 − yx−1s−1

1 + 1

and

S ′+ := x−2s1s
−1
2 s1 − yx−1s−1

1 s−1
2 − yx−1s−1

2 s−1
1 + s−1

2 − x−1s1s
−1
2 − x−1s−1

2 s1 + yx−2s1s
−1
2 s−1

1

+yx−2s−1
1 s−1

2 s1 + y2x−2s−1
1 s−1

2 s−1
1 − x−1s1 − yx−1s−1

1 + 1

and that the corresponding generators of the defining ideal of BMW−n are

S− := x−2s1s2s1 − yx−1s−1
1 s2 − yx−1s2s

−1
1 + s2 − x−1s1s2 − x−1s2s1 + yx−2s1s2s

−1
1

+yx−2s−1
1 s2s1 + y2x−2s−1

1 s2s
−1
1 + x−1s1 + yx−1s−1

1 − 1

and

S ′− := x−2s1s
−1
2 s1 − yx−1s−1

1 s−1
2 − yx−1s−1

2 s−1
1 + s−1

2 − x−1s1s
−1
2 − x−1s−1

2 s1 + yx−2s1s
−1
2 s−1

1

+yx−2s−1
1 s−1

2 s1 + y2x−2s−1
1 s−1

2 s−1
1 + x−1s1 + yx−1s−1

1 − 1

Proof. We first notice that, since R ' R+ ⊕R−, we have BMWn ⊗R S
′
= B̃MWn ⊗R S′+ ⊕

B̃MWn ⊗R S′−, where S′± = S
′
/(a ∓ bc), so we only need to prove that the natural maps

B̃MWn⊗R S′± → BMW±n ⊗R± S′± are isomorphisms of S′±-algebras. For n = 2 this is clearly
true, so we can assume n ≥ 3.

By definition, BMW+
n ⊗S+ S

′
+ is the quotient of Hn ⊗S S′+ by the ideal generated by S.

The claim thus amounts to saying that S is contained inside the twosided ideal of Hn ⊗S S′+
generated by R1. This claim is substantiated by the next lemma, which concludes the proof
of the proposition.

Lemma 4.6. Inside H3 ⊗R R+, we have

x2(y − 1)S+ =

(
x+ 1

y
− 1

y
s1 − s−1

2

)
R1s2

and

x2(y − 1)S ′+ =

(
x+ y

y2
+
y − 1

y
s−1

1 −
1

y2
s1 − s−1

2

)
R1s2.
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Inside H3 ⊗R R−, we have

x2(y − 1)S− =

(
1− x
y
− 1

y
s1 − s−1

2

)
R1s2

and

x2(y − 1)S ′− =

(
y − x
y2

+
y − 1

y
s−1

1 −
1

y2
s1 − s−1

2

)
R1s2.

Proof. In order to check equalities in H3⊗RR±, we use the map H3⊗RR± ↪→ R3
±×M2(R±)3×

M3(R±) described in section 2, which is injective by lemma 2.4, and check by direct compu-
tation that both sides are equal. �

�

We add a comment on how we got the equalities of lemma 4.6, inside the algebra R3
± ×

M2(R±)3 × M3(R±). First of all, the images of both S± and R are 0 on two of the 1-
dimensional factors, on the factor M3(R±), and on two of the factors M2(R±). In order to get
an expression of S± inside the ideal generated by R1, we only need to consider the map H3⊗R
R± → End(S±bc)⊕End(U±bc,c)⊕End(U±bc,b). Moreover, because R1 and S have coefficients
in Rε, we can restrict ourselves to consider the map H3 ⊗R R± → End(S±bc) ⊕ End(U±bc,c)
and look for a linear combination with coefficients in Rε± of terms of the form gR1g

′ with g, g′

elements of the braid group. Now, a direct computation shows that the image of S as well

as of R1s2 inside End(S±bc,b) are matrices of the form

(
∗ 0
∗ 0

)
. Taking into account their

images in S±bc, which belong to Q(x, y) = Q(b, c)ε, and because Q(b, c)2 ' Q(x, y)4 as a
Q(x, y)-vector space, we get that S± and the elements of H3R1s2 are uniquely determined
by their image into a 5-dimensional vector space over Q(x, y).

By multiplying R1s2 on the left by suitable elements of H3 one readily gets a basis of this
vector space, namely R1s2, s−1

1 R1s2, s1R1s2, s−1
2 R1s2, s2R1s2. Expressing the image of S±

in this basis we get the linear combinations of the lemma.

Since S̄/(y − 1) = S̄/(a2 − y) = S†/(a2 − y2) with S† = S/(a2 − y), the special case

a2 = y = 1 is a consequence of the study of the algebra BMW †n = B̃MWn⊗R S†. We let K†

denote the fraction field of S†.

Proposition 4.7. The dimension of BMW †3 ⊗S† K† is 16.

Proof. By the computations above we now that the representation Sa : H3 → R factorizes

through BMW †3 when tensored with S†, and that it is not the case for the representations Ua,c
and Ua,b. SinceH3⊗RK† is semisimple, the conclusion follows, as 12+12+12+22+33 = 16. �

Corollary 4.8. B̃MW 3 is not free over S.

By the same method, using the freeness of H4, H5 proved in [15], and modulo the still
conjectural existence of convenient symmetrizing forms assumed in [14], we can check from
the Schur elements computed in [14] that H4 ⊗K† and H5 ⊗K† are semisimple, and com-

pute with the same method the dimension of BMW †n ⊗K† : the irreducible representations

corresponding to the ideal In are the ones whose restriction to BMW †3 contains a constituent
isomorphic to Ub,c or Ua,c. By this method we get that, if these symmetrizing forms exist,
then

dimK† BMW †n ⊗K† = 1 + dimK B̃MWn ⊗K = 1 + dimBMW+
n



MARKOV TRACES ON THE BMW-ALGEBRAS 19

for n = 3, 4, 5. Note however that this formula is not valid for n = 2. We leave the general
case open.

Finally, we notice the following fact. Let η ∈ Aut(R) be defined by a 7→ −a, b 7→ −b,
c 7→ −c. The fixed subring of R is denoted Rη. It is straightforward to check that there is
an involutive automorphism of Rη-algebra Ê of Hn mapping si 7→ −si and acting as η on
elements of R. One checks easily that Ê(Ri) = −Ri, Ê(S+) = −S−, Ê(S−) = −S+. As a
consequence we get the following.

Proposition 4.9. There is an automorphism E of the Rη-algebra B̃MWn defined by r 7→ η(r)
for r ∈ R and si 7→ −si. It induces an automorphism E of BMWn⊗R S exchanging BMW+

n

and BMW−n .

The automorphism of proposition 4.9 relates the traces t+n and t−n , as we will see in corollary
5.4 below.

5. Traces on B̃MWn

By definition, a Markov trace on the tower of algebras (B̃MWn)n≥1 with values in a fixed

R-module M is a sequence (tn)n≥1 of R-linear maps tn = B̃MWn → M which are traces

on each B̃MWn (that is, tn(xy) = tn(yx) for x, y ∈ B̃MWn) and which satisfy the Markov

conditions tn+1(ιn(x)s±1
n ) = tn(x) for each x ∈ B̃MWn, where ιn denotes the natural map

ιn : B̃MWn → B̃MWn+1. We let (tHn ) denote the Markov trace induced by the Ocneanu
trace on the Hecke algebraHn(b, c) through the factorization of proposition 4.2 (i), normalized
by tH1 (1) = 1.

5.1. General inductive properties. The following proposition is a corollary of proposition
4.2 (ii).

Proposition 5.1. For all n ≥ 2, tn+1 is uniquely determined by tn and tn+1(1).

Proof. In the sequel, we abuse notations by letting B̃MW r denote the image of B̃MW r inside

B̃MWn+1. We prove that, for all r ≤ n+1, tn+1 is uniquely determined by tn and by its value

on B̃MW r. The case r = 1 is the statement of the proposition, since B̃MW 1 = R. We prove
this by descending induction on r, the case r = n+1 being trivial. Because of proposition 4.2

(ii) we know that B̃MW r+1 = B̃MW r + B̃MW rsrB̃MW r + B̃MW rs
−1
r B̃MW r. If x, y ∈

B̃MW r, we have tn+1(xs±1
r y) = tn+1(yxs±1

r ). Conjugating by (s1s2 . . . sn)n−r maps s±1
r to

sn and x, y to elements x′, y′ of B̃MWn. This yields tn+1(yxs±1
r ) = tn+1(y′x′s±1

n ) = tn(y′x′).

This proves that tn+1 is determined by tn and by its restriction to B̃MW r. The conclusion
follows by induction. �

Proposition 5.2. Let t′n be the composition of tn with M →M ⊗R R[(a2− bc)−1, (b+ c)−1].
Then (t′n) is uniquely determined by t′1(1) and t′2(1).

Proof. In view of the previous proposition, it is sufficient to prove that, for all n ≥ 2, t′n+1(1)
is determined by t′n. We have that Rn−1 belongs to

HnsnHn +Hns
−1
n Hn − (b+ c)b2c2s−2

n + (b+ c)s2
n−1 + (bc)2s−1

n sn−1s
−1
n .

Since s−1
n sn−1s

−1
n is conjugated to s−1

n−1sns
−1
n−1, the Markov property implies that (b+c)tn+1(s2

n−1−
(bc)2s−2

n ) is determined by tn. It is straightforward to check that, because of the cubic relation,
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s2
n−1 − (bc)2s−2

n is equal to (b+c)
a (a2 − bc).1 plus a linear combination of sn−1, s−1

n−1, sn, s−1
n ,

on which the value of tn+1 is clearly determined by tn. It follows that (b+ c)2(a2− bc)tn+1(1)
is uniquely determined by tn, and the conclusion follows.

�

We may compare this statement with the stronger assertion one has on BMW+
n .

Proposition 5.3. If (Tn : BMW+
n → S+) is a Markov trace, then it is uniquely determined

by T1(1) and T2(1).

Proof. As before it is sufficient to prove that, for all n ≥ 2, Tn+1(1) is determined by Tn. We
have that the 12 terms relation can be written as

en−1snen−1 − en−1 = x−2sn−1snsn−1 − yx−1s−1
n−1sn − yx−1sns

−1
n−1 + sn − x−1sn−1sn

−x−1snsn−1 + yx−2sn−1sns
−1
n−1 + yx−2s−1

n−1snsn−1

+y2x−2s−1
n−1sns

−1
n−1 − x−1sn−1 − yx−1s−1

n−1 + 1

hence belongs to BMW+
n snBMW+

n + BMW+
n s
−1
n BMW+

n − xsn−1 − yx−1s−1
n−1 + 1, hence,

since Tn+1(s±1
n−1) = Tn+1(s±1

n ) = Tn(1), we get that Tn+1(1) is indeed determined by Tn and
the conclusion follows. �

Corollary 5.4. Over BMW+
n , we have t+n = (−1)n−1η ◦ t−n ◦ E.

Proof. We first prove that the RHS defines a Markov trace on BMW+
n , with values in

S+. We denote Tn this RHS. We clearly have Tn(λβ) = λTn(β), Tn(α + β) = Tn(α) +
Tn(β) and Tn(αβ) = Tn(βα) for all braids α, β ∈ BMW+

n and scalar λ ∈ S+, and also
Tn+1(βs±1

n ) = (−1)nt−n+1(E(βs±1
n )) = (−1)nt−n+1(E(β)E(s±1

n ))) = (−1)n−1t−n+1(E(β)s±1
n )) =

(−1)n−1t−n (E(β))) = Tn(β). By the proposition above we first need to prove that T2(1) =
t+2 (1) and T2(s1) = t+2 (s1). Recall that t±2 (1) = δ±K , t±2 (s1) = 1 with

δ±K =
y ∓ x+ 1

x
.

Since η(δ−K) = −δ+
K we get T2(1) = δ+

K = t+2 (1) and T2(s1) = 1 = t+2 (s1), and the conclusion
follows.

�

This corollary proves that the ‘natural’ diagram below is commutative only up to a sign
depending on n.

BMWn ⊗R S

ww ''
BMW+

n

t+n
��

E // BMW−n

t−n
��

S+

''

S−η
oo

ww
S
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5.2. Restrictions to 3 strands, and the Ocneanu trace. We recall that the notation
MT3(M) was defined in section 2. We note that

tH3 (1) =

(
y + 1

x

)2

tH3 (s1) =
y + 1

x
tH3 (s1s2) = 1

and define additional elements tS3 , tK3 of MT3(M) by

tS3 (1) = a3, tS3 (s1) = tS3 (s1s2) = 0, tS3 ((s1s
−1
2 )2) = x2(2a+ x),

tK3 (1) = δ2
K , tK3 (s1) = δK , tK3 (s1s2) = 1, δK =

y2 − ax+ y

xy
,

tK3 ((s1s
−1
2 )2) = x3y(y + 1) + x2(y2 + 2a+

a

y
)− x(1 + y)− (y + a+

a

y
).

Proposition 5.5. Let t ∈MT3(M) factorizing through B̃MW 3.

(i) The trace t is uniquely determined by t(1), t(s1) = t(s2) and t(s1s2).
(ii) If x(a2 − y2) is invertible in M then t is uniquely determined by t(1) and t(s1s2).
(iii) If x2(a2 − y) is invertible in M then t is uniquely determined by t(s1) and t(s1s2).
(iv) If x(a2 − y2) and x2(a2 − y) are invertible in M then t is uniquely determined by

t(s1s2).

Proof. Let t ∈MT3(M) factorizing though B̃MW 3. With the notations of proposition 2.5 we
write t = αe∗1 +βe∗2 +γe∗3 +δe∗4. By direct calculation, we check that the equation t(R1s1) = 0
means

0 = −x2
(
a2 + ax+ y

)
α+

x
(
2 (y + 1) a3 + 2x (y + 1) a2 + a

(
x2 + y (y + 1)

)
+ yx

)
a

β

+
− (y + 1)2 a3 − x (y + 1)2 a2 + a

(
−x2 − 2x2y + y

(
y2 + y + 1

))
− yx (y + 1)

a
γ + y2δ

and, since y is invertible, this proves that t is determined by α, β and γ, meaning that t
is uniquely determined by t(1), t(s1) and t(s1s2), which proves (i). Similarly, we get that
t(s−1

1 R1) = 0 reads

(a2 − y2) (xt(s1)− (y + 1)t(s1s2)) = 0

and t(R1) = 0 means

x2(a2− y)t(1) =
(a2 − y)(y + 1)− x(y − 1)a

a
(xt(s1)− (y + 1)t(s1s2)) +

x

a
(y+ 1)(a2− y)t(s1)

which easily implies (ii)-(iv). �

Corollary 5.6. Let (tn) be a Markov trace factoring through (B̃MWn) with values in M . If
x(a2 − y2) and x2(a2 − y) are invertible in M then (tn) is a multiple of (tHn ) composed with
some morphism R→M .

Proof. Immediate consequence of (iv) together with proposition 5.2. �

Recall that S† = S/(a2 − y) = R[x−1]/(a2 − y) and BMW †n = B̃MWn ⊗R S†.

Proposition 5.7. Let t′n be the composite of tn with M → M ⊗R S†[(y − 1)−1]. Then
(t′n) is a scalar multiple of the composite of tHn with some morphism R → M and with
M →M ⊗R S†[(y − 1)−1].
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Proof. Inside S†[(y − 1)−1] we have a2 − y2 = y(1 − y), hence by proposition 5.5 (ii) we
have that t′3 is uniquely determined by t′3(1) and t′3(s1s2), and more precisely the equation

t′3(s−1
1 R1) = 0 means t′(s1) = y+1

x t′(s1s2). Let t◦n = t′n− t′3(s1s2)tHn . Then t◦3(s1s2) = 0 hence

t◦3(s1) = 0 and therefore t◦3 = a−3t◦3(1)tS3 . Let τ = t◦4 ◦ ι3, where ι3 : B̃MW 3 → B̃MW 4 is the
natural map. Again by 5.5 (ii) we know that τ is uniquely determined by τ(1) and τ(s1s2).
Moreover τ(s1s2) = t◦4(s1s2) = t◦4(s2s3) = t◦3(s2) = tS3 (s2) = 0. It follows that τ(s1) = 0,

since τ(s1) = y+1
x τ(s1s2). But τ(s1) = t◦4(s1) = t◦4(s3) = t◦3(1), hence t3(1) = 0 and t◦3 = 0.

We prove by induction on n that t◦n(1) = 0. Assume we know that t◦r(1) = 0 for all r ≤ n,

and consider the composite τ of t◦n+1 with the natural map B̃MW 3 → B̃MWn+1. We have
τ(s1s2) = t◦n+1(s1s2) = t◦n+1(sn−1sn) = t◦n−1(1) = 0. It follows as before that τ(s1) = 0, hence

t0n(1) = t0n+1(sn) = t0n+1(s1) = τ(s1) = 0. It follows that t◦n(1) = 0, and the claim follows by
induction because of proposition 5.1. �

5.3. The Kauffman trace. Recall that we defined in §3 two Markov traces t±n : BMW±n →
S±. Using the Chinese Remainder Theorem isomorphism S ' S+ ⊕ S− they can be patched
together into a Markov trace BMWn ⊗R S → S, which extends to a Markov trace tKn :

B̃MWn → S.

BMWn ⊗R S+
// BMW+

n
t+n // S+

��
BMWn ⊗R S

66

((

tKn // S

BMWn ⊗R S− // BMW−n
t−n

// S−

@@

Note that the value of tK3 ((s1s
−1
2 )2) define before indeed matches this new definition, be-

cause of the computation of the Kauffman invariant of the figure-eight knot we did in section
3.

Proposition 5.8. Let t′n be the composite of tn with M →M ⊗R S[(a2− y)−1]. Then (t′n) is
a linear combination of the composites of tHn and tKn with some morphism S →M ⊗R S[(a2−
y)−1].

Proof. By proposition 5.2 we know that t′n is uniquely determined by t′1(1) = t′3(s1s2) and
t′2(1) = t′3(s1). It is thus sufficient to show that tH3 and tK3 induce a basis of (S[(a2 − y)−1])2

under t′3 7→ (t′3(s1s2), t′3(s1)). The corresponding 2× 2 matrix has for determinant∣∣∣∣ δH 1
δK 1

∣∣∣∣ = δH − δK =
a

y
∈ (S[(a2 − y)−1])×

with δH = y+1
x , and this concludes the proof. �

Remark 5.9. It is well-known that both the Kauffman polynomial and the HOMFLYPT
polynomial both specialize to the Jones polynomial (see e.g. [12] p. 180). It could have been
expected that this coincidence would have appeared in the previous proposition. It clearly does
not, since any specialized value of the invariants defined by our traces tHn and tKn cannot
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coincide on the 2-components unlink (we always have δH 6= δK). What happens is that,
according to [12] proposition 16.6, the trace tKn provides the Jones polynomial when specialized

to α = −t
−3
4 , q = t

1
4 , that is a = q−6, b = −q−2 = −t

−1
2 , c = −q−4 = −t−1 while, according to

[12] proposition 16.5, tHn provides the Jones polynomial when {b, c} is specialized to {−t
1
2 , t

3
2 },

and the only value of t for which these two parametrizations coincide is t
1
2 = −1, in which

case we get b+ c = 0, which is forbidden here.

5.4. An additional trace when y = a2 = 1. Let S†† = S/(a2 − 1, y − 1) = S†/(a2 − y2) =

S/(a2 − y), and BMW ††n = B̃MWn ⊗R S††.
We first deal with the very special case x = −2a.

Proposition 5.10. Let (xn)n≥1 denote a sequence with values in some S††-module satisfying

(x + 2a)M = 0. Then there exists a Markov trace (tXn ) on (B̃MWn) with values in M such
that, for every braid g, tXn (g) = x#ĝ, where ĝ denotes the closure of the braid g and #L

denotes the number of components of the link L. Moreover, every Markov trace on (B̃MWn)
with values in M is of that form.

Proof. We first note that the relations (si − a)(s2
i + 2asi + 1) = (si − a)(si + a)2 = (s2

i −
1)(si + a) = 0 hold true in M . Therefore, the action of BMW ††n on M factors through
the group algebra Q[a]/(a2 − 1)Sn of the symmetric group. Moreover, the natural map
Hn ⊗ S††/(x + 2a) → Q[a]/(a2 − 1)Sn, where Hn is the cubic Hecke algebra defined by
(s2
i − 1)(si + a) = 0, is clearly surjective, and R1 is easily checked to map to 0. Therefore,

the map B̃MWn ⊗ S††/(x+ 2a)→ Q[a]/(a2 − 1)Sn is surjective.
We show that there exists a Markov trace (tXn ) on ((Q[a]/(a2 − 1))Sn) fulfilling the con-

ditions of the statement. Since the formula tXn (g) = x#ĝ clearly defines an invariant of links,
and therefore a Markov trace on the tower of algebras of the braid groups, it is sufficient to
prove that tXn vanishes on the defining ideal of Q[a]/(a2 − 1)Sn for any given n. This ideal
is the linear span of the As2

iB − AB for A,B two arbitrary braids on n strands. Since the
closures of As2

iB and AB have the same number of components, we indeed get that (tXn ) is

a well-defined Markov trace on (B̃MWn). Since tXn (1) = xn, the fact that all Markov traces
are obtained this way is a consequence of proposition 5.1.

�

We can now state a general statement.

Proposition 5.11.

(i) There exists a Markov trace (t††n ) on B̃MWn with values in S††, given by t††n (β) =

anψn(β), where ψn : B̃MWn → S†† is an algebra morphism defined by si 7→ a.
(ii) Let t′3 be the composite of t3 with M → M ⊗R S††[(a − x)−1, (2a − x)−1]. Then

(t′3) is a linear combination of the composites of tH3 , tK3 , t††3 with coefficients inside
M ⊗R S††[(a− x)−1, (2a− x)−1].

Proof. We first check that the R-algebra morphism ψn : Hn → S†† defined by si 7→ a in-

deed factorizes through B̃MWn, namely that ψn(R1) = 0, by direct calculation. Then

t††n (x) = anψn(x) clearly defines a trace for every n, and we need to check the Markov prop-

erty, namely that t††n+1(xs±1
n ) = t††n (x) for all x ∈ B̃MWn. This holds because t††n+1(xs±1

n ) =

an+1ψn+1(xs±1
n ) = an+1ψn+1(x)a±1 = an+1ψn(x)a±1 = an+1ψn(x)a = an+2ψn(x) = anψn(x) =
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t††n (x). This proves (i). Note that t††3 (1) = a3, t††3 (s1) = a2 = 1, t††3 (s1s2) = a, We know that
t′3 is uniquely determined by its value on 1, s1, s1s2. It has to be a linear combination of tH3 ,

tK3 and t††3 if and only if

∆ =

∣∣∣∣∣∣
a3 a2 a
δ2
H δH 1
δ2
K δK 1

∣∣∣∣∣∣ = a

∣∣∣∣∣∣
a2 a 1
δ2
H δH 1
δ2
K δK 1

∣∣∣∣∣∣
is invertible. Since δH = (y + 1)/x = 2/x, δK = 2

x − a, we get

∆ =
2

x2
(2a− x)(a− x)

whence the conclusion of (ii).
�

We will show below (see corollary 6.12) that part (ii) actually holds true for every n,
provided that x+ 2a is also assumed to be invertible.

We note that, when specialized to a field, x = a, y = 1, a2 = 1 imply x ∈ {−1, 1}, hence
{b, c} = {−j,−j2} with j = exp(2iπ

3 ) if a = 1, and {b, c} = {j, j2} if a = −1 ; likewise,

x = 2a, y = 1, a2 = 1 imply x ∈ {−2, 2}, hence b = c, and b, c ∈ {−1, 1}, hence either
a = b = c = 1 or a = b = c = −1. In these four cases, we have a = ±bc, and a possible

additional trace on B̃MWn cannot factorize through BMW±n , as is immediately checked on
the 12-terms relation (note that, by substracting a linear combination of the two ordinary
traces, we can assume in the first two cases that this trace satisfies t3(1) = t3(s1) = 0,
t3(s1s2) = 1, while in the latter cases we can assume t3(1) = 1, t3(s1) = t3(s1s2) = 0).

6. A central extension of BMW

6.1. Definition. We define an algebra Fn over A = Q[a, x, x−1]/(a2 = 1) by generators
s1, . . . , sn−1, e1, . . . , en−1, C and relations

(i) sisi+1si = si+1sisi+1, sisj = sjsj
(ii) (si − a)(s2

i − xsi + 1) = 0

(iii) ei = a
(
s−1
i +si
x − 1

)
(iv) siei = aei
(v) eisi+1ei = ei + C
(vi) eisi−1ei = ei + C
(vii) eis

−1
i+1ei = ei + C

(viii) eis
−1
i−1ei = ei + C

(ix) siC = Csi = aC.

Letting δ̃ = 2 − ax, we have e2
i = δ̃x−1ei. Immediate consequences of these relations are

s−1
i C = Cs−1

i = aC, eiC = Cei = x−1δ̃C, C2 = (x−2δ̃2a − x−1δ̃)C = x−1δ̃(ax−1δ̃ − 1)C =

2x−2δ̃(a− x)C. Note that, in the specializations x = a and x = 2a, we have C2 = 0.
The following is easily checked

Proposition 6.1. (i) The S††-algebra Fn ⊗A S†† is a quotient of Hn ⊗R S†† through
si 7→ si and A → S†† being given by x 7→ b + c. This quotient factorizes through

BMW ††n .
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(ii) There is a surjective morphism of S††± -algebras Fn⊗AS††± � BMW±n ⊗S±S
††
± satisfying

si 7→ si, ei 7→ ei, C 7→ 0. Its kernel is the linear span of C.
(iii) The automorphism and antiautomorphism of A-algebras of the group algebra ABn

defined by si 7→ s−1
i induce an automorphism and a antiautomorphism of Fn.

(iv) Every Markov trace (tn) factorizing through Fn is uniquely determined by t3(1), t3(s1)
and t3(s1s2).

Proof. We start with (i). Only the fact that we have a factorization through BMW ††n requires
a justification. According to proposition 4.3, it is sufficient to show that s1e2s1 and s−1

2 e1s
−1
2

are mapped to the same element. Using the same computations as in the proof of proposition
3.3 we easily get that both are sent to xe1s

−1
2 + axC + xe2s1 − s2e1s

−1
2 , and this proves the

claim. (ii) is easy, because the linear span of C is clearly a two-sided ideal of Fn. (iii) is
easily checked from the defining relations of Fn. We now prove (iv). From the arguments of
proposition 5.3 one easily gets that such a Markov trace is uniquely determined by t3 together
with the collection of the tn(C), since C = en−1snen−1 − en−1. Because Csn = aC we get
atn+1(C) = tn(C), whence the Markov trace is uniquely determined by t3, and therefore by
t3(1), t3(s1) together with t3(s1s2) by proposition 5.5.

�

Corollary 6.2. If (tn) is a Markov trace factoring through Fn, then the associated link in-
variant does not distinguish mirrors and does not detect non-invertible links.

Proof. This follows from the items (iii) and (iv) of the proposition : the mirror of the closed

braid β̂ is the closure of the image of β under the automorphism si 7→ s−1
i , the mirror

of the inverse is the closure of the image of β under the antiautomorphism si 7→ s−1
i . Since

t3(s1) = t3(s−1
1 ), t3(1) = t3(1−1), t3(s1s2) = t3(s−1

1 s−1
2 ), such a Markov trace coincides by (iv)

with its composite with the (anti-)automorphisms defined in (iii), whence the conclusion. �

Proposition 6.3. If (tn) is a Markov trace factoring through Fn, then

(i) ∀n ≥ 3 tn+1(C) = atn(C)

(ii) ∀n ≥ 2 tn+1(C) = atn+1(1)− ax−1(δ̃ + 2)tn(1) + 2aδ̃x−2tn−1(1)
(iii) For all n ≥ 1,

tn+3(1) =

(
a+

δ̃ + 2

x

)
tn+2(1)− 1

x

(
2
δ̃

x
+ a(δ̃ + 2)

)
tn+1(1) + 2a

δ̃

x2
tn(1)

Proof. (i) is trivially deduced from snC = aC and the Markov property. From C = en−1snen−1−
en−1 we get tn+1(C) = tn+1(e2

n−1sn)−t3(en−1) = δ̃x−1tn+1(en−1sn)−tn+1(en−1) = δ̃x−1tn(en−1)−
tn+1(en) by the Markov property and because en−1 and en are conjugates. Expanding ei =

(a/x)(si+s
−1
i )−a and using the Markov property again we get tn+1(C) = δ̃x−1(2a/xtn−1(1)−

atn(1))− (2a/xtn(1)− atn+1(1)) = atn+1(1)− ax−1(δ̃+ 2)tn(1) + 2aδ̃x−2tn−1(1), namely (ii).
By (i) we know tn+1(C) = atn+2(C) hence, by (ii), we get tn+1(C) = atn+2(C) = tn+2(1) −
x−1(δ̃+2)tn+1(1)+2δ̃x−2tn(1) hence, again by (ii), tn+2(1)−x−1(δ̃+2)tn+1(1)+2δ̃x−2tn(1) =

atn+1(1)− ax−1(δ̃ + 2)tn(1) + 2aδ̃x−2tn−1(1) hence

tn+2(1) =

(
a+

δ̃ + 2

x

)
tn+1(1)− 1

x

(
2
δ̃

x
+ a(δ̃ + 2)

)
tn(1) + 2a

δ̃

x2
tn−1(1)

which proves (iii). �
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At this stage, C could well be 0. We now prove that this is not the case.

6.2. A genuine extension of BMW±n . Using the abelianization morphism Bn � Z we can
define a 3-dimensional Hn ⊗R S††-module by

si 7→

a 1 0
0 b 1
0 0 b−1


It is easily checked that R1 acts by 0 in this module, hence we get a 3-dimensional BMW ††n -
module. We get that ei = a((si + s−1

i )/x− 1) is mapped to
(ab−1)(−b+a)

b2+1
ab−1
b2+1

b
b2+1

0 0 0

0 0 0


while eisi+1ei − ei and eis

−1
i+1ei − ei are both mapped to

2
ab− b2 − 1

(b2 + 1)2

(ab− 1)(a− b) ab− 1 b
0 0 0
0 0 0


This proves that this module induces a Fn ⊗A S††-module, and therefore a Fn ⊗A S††± -

module, which do not factorize through BMW±n . It follows that BMW ††n and Fn are genuine
extensions of the Birman-Wenzl-Murakami algebra. We need to prove a similar result for
the specializations appearing in the previous section. However, for one of them the above
argument does not work, because it corresponds to a root of ab − b2 − 1. Nevertheless, we

know by proposition 4.2 (iii) that BMW ††n is finitely generated as a S††-module. Because

of this, the dimension of every specialization is at least the dimension of BMW ††n over the
field of fractions of S†† (this classical fact follows for instance from Nakayama’s lemma, by
replacing S†† by its localization at the defining ideal of the specialization). This proves the
following.

Proposition 6.4. For every morphism λ : S†† → C, BMW ††n ⊗λ C and (Fn ⊗A S††) ⊗λ C
have dimension at least 1 + dimBMW+

n .

Corollary 6.5. For every morphism λ : S†† ↪→ C, the image of C inside (Fn ⊗A S††) ⊗λ C
is nonzero.

Corollary 6.6. The A-module Fn is free of rank 1 + dimBMW±n

Proof. Let us denote A± = Q[a, x, x−1]/(a ∓ 1) ' Q[x, x−1]. By the natural A-module
decomposition A ' A+ ⊕A− it is enough to prove that F±n = Fn ⊗A A± is a free A±-module

of rank 1+N with N = dimBMW±n . Now notice that BMW±n ⊗S± S
††
± is actually defined by

a presentation with coefficients in A±, and that the corresponding A±-form is free of rank N
by [18]. Therefore, as in proposition 6.1 (ii), we get a surjective A±-morphisme F±n � AN± by
mapping C to 0. Letting s± denote a section of this morphism, we get a surjective morphism
u± : A1+N

± ' (A±C) ⊕ AN± → F±n by (λC,m) 7→ λC + s±(m). Letting K± denote the
quotient field of A±, it follows that u± ⊗A± K± is surjective. But proposition 6.4 implies
that F±n ⊗A± K± has dimension 1 +N . Therefore the source and target of u± ⊗A± K± have
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the same dimension hence u± ⊗K± is injective. Since the source of u± is a free module this
implies that u± is injective and this proves the claim.

�

Corollary 6.7. The natural algebra morphism Fn → Fn+1 is injective.

Proof. As before, using the notations of the previous proof, it is equivalent to show that
the natural maps F±n → F±n+1 are injective. This is true because the following diagram of
horizontal short exact sequences is commutative, and because its two extremal vertical arrows
are known to be injective.

0 // A±C //

��

F±n //

��

BMW±n //

��

0

0 // A±C // F±n+1
// BMW±n+1

// 0

�

6.3. The algebra Fn as a specialization of B̃MWn. The goal of this section is to prove
the following theorem.

Theorem 6.8. The morphism of S††-algebras BMW ††n → Fn⊗AS†† induces an isomorphism
after tensorisation by S††[(x+ 2a)−1].

We define Si = eisi+1ei−ei, S ′i = eis
−1
i+1ei−ei ∈ Hn⊗RS††, and also R̂i = (sisi+1si)Ri(sisi+1si)

−1,

and similarly Ŝi = (sisi+1si)(Si)(sisi+1si)
−1. The two formulas below hold inside H3 ⊗ S††

and can be checked computationally by using the morphism ΦH3 , as we did for lemma 4.6
(these formulas were found by a similar procedure, too).

(6.9)

S1−S ′1 =
1

x
R1s2−

1

x2
s−1

1 R1s2−
1

x2
s1R1s2 =

1

x2
(x−s−1

1 −s1)R1s2 =
1

(b+ c)2
(s1−b)(s1−c)s−1

1 R1s2

(6.10) 2x2
(
S1 − Ŝ1

)
= (x− s−1

1 − s1)R1s2 −R1 + (−x+ s−1
2 + s2)R̂1s1 + R̂1

We now want to show that S1 − S2 also belongs to the ideal generated by R1. For this
we need to work inside H4 ⊗ S††. Since the computations become quite complicated, we
specialize at a = 1. There is no loss of generality in doing this, as we justify it now. The

natural decomposition S†† = S††+ ⊕S
††
− induces a Q-vector space decomposition Hn⊗R S†† =

H+
n ⊕ H−n with projectors p+, p− given by the multiplication by (a − 1)/2 and (a + 1)/2.

It is straightforward to check that the involutive automorphism E† of Hn ⊗R S†† induced
by Ê and η (see the notations of proposition 4.9 and before) exchanges H+

n and H−n , maps
Si 7→ −Si, Ri 7→ −Ri and intertwines p+ and p− up to a sign (that is: E† ◦ p+ = −p− ◦ E†,
E† ◦ p− = −p+ ◦ E†). Because of this, any expression of p+(S1 − S2) = (S1)+ − (S2)+

immediately yields an expression of p−(S1 − S2) and therefore of S1 − S2.
We now use the fact that H4 is a free R-module of rank 648 in order to do explicit computa-

tions. More precisely, the computations are made as follows. First of all, we build a basis of H4

as follows. We consider the collection B2 of 27 words in si, s
−1
i given in proposition 4.8 of [15].

They form a basis of H4 as a H3-module. Together with the list of 24 words B1 given by propo-
sition 2.1 (ii), which induces a basis of H3, we get a collection B3 = {g1g2; (g1, g2) ∈ B1×B2}
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of 24 × 27 = 648 words which induces a basis of H4. From this and the implicit rewriting
rules of [15] we build an explicit regular representation H4 ↪→ Mat648(R) and therefore an

injective map ΦH4 : H4 ⊗R S††+ →Mat648(S††+ ), that we use in order to check equalities.

Letting (S1)± = S±, we let (S2)± = (s1s2)(S1)±(s1s2)−1. Inside H4 ⊗R R/(a − 1, y − 1)
we find that 2(x + 2)2x4((S1)+ − (S2)+) can be expressed as a sum of 161 terms obviously
belonging to I4, see Figures 5, 6, 7.

These terms were found as follows. For computational reasons (and the limited power of
the computers we have at disposal) it is too difficult to compute the linear span of I4 inside
the field of fractions Q(x) or Q(b), so we need to circumvent this obstacle by computing
inside specialisations in x. For some specific value of x we get a basis B1 of the linear span
of the image of I4 inside Q648. The one we get is made of terms of the form gR1g

′ where
g, g′ are products of elements si, s

−1
i (chosen inside the basis of H4 mentionned above), or

gR2g
′ or gR̂1g

′ or gR̂2g
′. The same elements form a basis of the specializations of H4 for

infinitely many values of x. We chose a number of values for which we got an expression
of S1 − S2 as linear combination of the elements of B1. Assuming that these coefficients
should be rational fractions in x whose denominators have low degree, we get these rational
fractions by interpolation. We then check that the corresponding equality is correct by direct
computation inside H4⊗Q(x). It so happens that the choices we made in this process provide
an expression of (x− 1)(x+ 2)2(x2 +x− 1)x4(S1−S2). Recall that, in order to deal with the
odd cases of the previous section, we need to specialize at x = 1. For this alone, we need to
start again with this specialization, and we get this time, as a linear combinations of another
basis B2, a polynomial expression of (x + 1)(x + 2)2x4(S1 − S2). By Bezout theorem both
results combined provide an expression of 2(x+ 2)2x4((S1)+− (S2)+) as a linear combination
of B1 ∪ B2, and this is the result that is expressed here (the cardinality of B1 ∪ B2 is 161).

Needless to say, one could have hoped to get a nicer expression. Unfortunately we failed
to find one.

The x4 factor in this expression prevents the specialization x = 0, which is to be expected.
The x+2 factor prevents the specialization x = −2a, which was not expected, but is explained
by the proposition below. This proposition implies that the morphism under consideration
does not induce an isomorphism under this specialization, since the algebras BMW±4 have

dimension 105. Note that (S††± )/(x+ 2a) ' Q[b]/(b+ b−1 ± 2) ' Q[b]/(b± 1)2.

Proposition 6.11. The Q-algebras BMW ††4 ⊗S†† Q[b]/(b± 1) both have dimension 115.

Proof. Direct computations prove that their defining ideals inside H4⊗RR/(a∓1, b±1, c±1) '
Q648 have dimension 533, hence the corresponding quotients have dimension 648 − 533 =
115. �

We will elaborate a bit more on the case x = −2a in section 6.8. For now, let π : BMW ††n ⊗
S††[(x + 2a)−1] � Fn ⊗A S††[(x + 2a)−1] be the obvious projection. We need to find a
section f such that f ◦ π = Id, and for this it is enough to check that the natural projection

f : Hn⊗S††[(x+2a)−1] � BMW ††n ⊗S††[(x+2a)−1] factorizes through Fn⊗AS††[(x+2a)−1].

Using the decomposition S†† = S††+ ⊕ S
††
− and the Galois automorphism mapping a 7→ −a, it

is sufficient to check this for f+ : Hn ⊗ S††+ [(x+ 2)−1] � BMW ††n ⊗ S††+ [(x+ 2)−1]. It is clear
that the relators associated to (i)− (iv) are mapped to 0. Now C = e1s2e1− e1 is mapped to
S1, and the relations 6.9, 6.10 and the fact that S1 − S2 ∈ In (hence Si − Si+1 ∈ In for all i)
then imply, using conjugation by elements of the braid groups, that the relators associated to



MARKOV TRACES ON THE BMW-ALGEBRAS 29

(x+ 2)(x7 + 4x6 − x5 − 12x4 − 5x3 + 9x2 − 1)xR1 + (−x7 − 4x6 + 8x4 + 2x3 − 8x2 − 2x+ 6)R1s
−1
3

+ (2x+ 4)R1s
−1
3 s−1

2 s−1
1 + (x+ 2)(x2 − x− 1)(x5 + 3x4 − 3x3 − 5x2 + 3x− 2)xR1s1

+ (x+ 2)(x2 − x− 1)x2R1s1s
−1
3 + (−x− 2)(x2 − x− 1)(x3 + 3x2 − 2x− 3)x2R1s1s3

+ (−x8 − 5x7 − 3x6 + 13x5 + 17x4 − 4x3 − 10x2 + 6x+ 6)R1s3 + (2x+ 4)R1s3s2s1

+ (−x− 2)(x3 + 2x2 + 2x− 1)xR2 + (x5 + 4x4 + 3x3 − 3x2 − 2x− 2)R2s
−1
1

+ (x+ 1)(x+ 2)(x2 − x− 1)(x4 + 4x3 + 2x2 − 2x− 4)xR2s
−1
1 s3 + (x5 + 4x4 + 3x3 − 3x2 − 2x− 2)R2s1

+ (x+ 1)(x+ 2)(x2 − x− 1)(x4 + 4x3 + 2x2 − 2x− 4)xR2s1s3

+ (−x− 1)(x+ 2)(x2 − x− 1)(x4 + 3x3 − 2x2 − x+ 2)xR2s2

+ (−x− 2)(x5 + 2x4 − 6x3 − 7x2 + 2x+ 9)xR̂1 + (2x7 + 9x6 + 2x5 − 26x4 − 29x3 − x2 + 12x+ 4)R̂1s
−1
3

+ (−2x− 4)R̂1s
−1
3 s−1

2 s−1
1 + (x8 + 5x7 + 4x6 − 11x5 − 25x4 − 14x3 + 9x2 + 14x+ 4)R̂1s3

+ (−2x− 4)R̂1s3s2s1 + (−x− 1)(x+ 2)(x6 + 3x5 − 4x4 − 9x3 + 2x2 + 9x+ 1)xR̂2

+ (x9 + 7x8 + 14x7 − 4x6 − 47x5 − 49x4 + 5x3 + 34x2 + 10x− 4)R̂2s
−1
1

+ (x9 + 7x8 + 14x7 − 3x6 − 44x5 − 52x4 + 32x2 + 12x− 4)R̂2s1

+ (−x8 − 5x7 − 2x6 + 17x5 + 25x4 + 3x3 − 24x2 − 20x− 2s−1
3 )R1 + (2x+ 4)(x2 + x+ 2)s−1

3 R1s
−1
3

+ (−x6 − 3x5 − 4x4 − 2x3 + 7x2 + 10x+ 4)s−1
3 R1s

−1
1

+ (−x8 − 5x7 − x6 + 14x5 + 9x4 − 11x3 − 10x2 + 4x+ 4)s−1
3 R1s1

+ (x− 1)(x+ 2)(x2 − x− 1)(x2 + 4x+ 2)xs−1
3 R1s1s3

+ (−x8 − 4x7 + x6 + 12x5 + 12x4 + 5x3 − 4x2 − 12x− 10)s−1
3 R1s2

+ (x+ 1)(x5 + 3x4 − 4x3 − 9x2 + 2x+ 10)xs−1
3 R1s3 + (2x+ 4)s−1

3 R1s3s
−1
2

+ (−x8 − 5x7 − 3x6 + 13x5 + 25x4 + 15x3 − 5x2 − 12x− 4)s−1
3 R̂1

+ (−x− 2)(x5 + 3x4 − 3x3 − 7x2 − 4x+ 2)s−1
3 R̂1s

−1
3 + (x+ 2)(x4 + x3 + 2x2 − 3)xs−1

3 R̂1s
−1
2

+ (x7 + 4x6 − 2x5 − 14x4 − 15x3 − 2x2 + 14x+ 8)s−1
3 R̂1s

−1
1

+ (x5 − 4x4 − 12x3 − 4x2 + 10x+ 6)s−1
3 R̂1s1

+ (−x7 − 4x6 + 10x4 + 12x3 + 3x2 − 4x− 6)s−1
3 R̂1s3 + (−x− 1)(x+ 2)(x2 + x− 1)xs−1

3 R̂2

+ (x5 + 4x4 + 3x3 − 3x2 − 2x− 2)s−1
3 R̂2s

−1
1 + (x5 + 4x4 + 3x3 − 3x2 − 2x− 2)s−1

3 R̂2s1

+ (x− 1)(x2 + 4x+ 2)s−1
3 s−1

2 R̂1s3 + (2x+ 4)s−1
3 s−1

2 s1R2 + (−2x− 4)s−1
3 s−1

2 s1R̂2

+ (−x− 2)(x5 + 3x4 − 3x3 − 7x2 − 4x+ 2)s−1
3 s2R1s

−1
3 + (−x5 − 3x4 + 4x3 + 10x2 + 4x− 4)s−1

3 s2R1s3

+ (x+ 1)(x5 + 3x4 − 4x3 − 8x2 + 6x+ 11)x2s−1
2 R2 + (−x5 − 4x4 − 5x3 − x2 + 2x− 2)s−1

2 R2s
−1
1

+ (−x7 − 4x6 − x5 + 6x4 + 6x3 − x2 − 2)s−1
2 R2s1 + (x+ 2)(x4 + 3x3 − 6x+ 1)xs−1

2 R̂1

+ (−x4 − 3x3 + 3x+ 2)xs−1
2 R̂1s

−1
3 + (−x4 − 4x3 − 3x2 + 5x+ 4)xs−1

2 R̂1s3

+ (x+ 1)(x5 + 2x4 − 6x3 − x2 + 10x+ 6)xs−1
2 R̂2

+ (−x8 − 5x7 − 4x6 + 10x5 + 18x4 + 6x3 − 7x2 − 4x− 2)s−1
2 R̂2s

−1
1

+ (−x8 − 5x7 − 4x6 + 10x5 + 18x4 + 6x3 − 7x2 − 4x− 2)s−1
2 R̂2s1 + (−2x− 4)s−1

2 s1R2s
−1
1

+ (2x+ 4)s−1
2 s3R̂1s

−1
3 + (−x7 − 4x6 + 8x4 − 7x2 − x− 4)xs−1

1 R1

+ (−x8 − 3x7 + 5x6 + 13x5 − 9x3 + 2x2 + 4x− 2)s−1
1 R1s

−1
3 + (x7 + 4x6 − 9x4 − 3x3 + 4x2 − 2)s−1

1 R1s3

+ (−x7 − 3x6 − 2x5 + 2x4 + 7x3 + 2x2 − 4x+ 2)s−1
1 R2

+ (x7 + 4x6 − 2x5 − 10x4 + x3 + 2x2 − 7x− 6)xs−1
1 R2s

−1
2

+ (x8 + 4x7 − 2x6 − 10x5 + x4 + 2x3 − 7x2 − 4x+ 4)xs−1
1 R2s2

+ (−x7 − 4x6 + 2x5 + 10x4 − x3 − 2x2 + 7x+ 6)xs−1
1 R2s3

+ (−x+ 1)(x+ 1)(x4 + 2x3 − 5x2 + 2x+ 14)xs−1
1 R̂1

+ (−x7 − 4x6 + 11x4 + 15x3 + 5x2 − 2x− 6)s−1
1 R̂1s

−1
3

+ (−x− 1)(x6 + 2x5 − 5x4 − 3x3 − 5x2 + 2x+ 6)s−1
1 R̂1s3

+ . . .

Figure 5. For a = 1, 2(x+ 2)2x4(S1 − S2) to be continued.
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. . .

+ (−x7 − 4x6 + 2x5 + 10x4 − x3 + 15x+ 14)xs−1
1 R̂2

+ (−x7 − 3x6 − 2x5 + 2x4 + 7x3 + 2x2 − 4x+ 2)s−1
1 R̂2s

−1
3

+ (2x6 + 7x5 − 6x4 − 11x3 + 2x2 − 10x− 4)xs−1
1 R̂2s

−1
2

+ (−x+ 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s−1
1 R̂2s

−1
1

+ (−x7 − 4x6 + 10x4 + 11x3 − 2x2 − 6x− 4)s−1
1 R̂2s1 + (−2x− 4)s−1

1 R̂2s1s
−1
2

+ (2x8 + 8x7 − 3x6 − 24x5 − 10x4 + 12x3 + 6x2 − 2x− 2)s−1
1 R̂2s2

+ (x7 + 4x6 − x5 − 13x4 − 10x3 + x2 − 6)s−1
1 s−1

3 R1s
−1
3 + (−x3 − 5x2 − 2x− 2s−1

1 )s−1
3 R1s3

+ (x6 + 4x5 − 10x3 − 13x2 − 4x− 2)s−1
1 s−1

3 R̂1s
−1
3

+ (x6 + 3x5 − 3x4 − 7x3 − 6x2 − 2x+ 4)s−1
1 s−1

3 R̂1s3

+ (−x7 − 4x6 + x5 + 13x4 + 10x3 − x2 + 6)s−1
1 s−1

2 R2s
−1
1

+ (−x7 − 3x6 + 5x5 + 13x4 − 12x2 + 8)s−1
1 s−1

2 R2s1 + (2x+ 4)s−1
1 s−1

2 s−1
3 R1 + (−2x− 4)s−1

1 s−1
2 s−1

3 R̂1

+ (2x+ 4)s−1
1 s−1

2 s3R1 + (−2x− 4)s−1
1 s−1

2 s3R̂1

+ (−x− 2)(x2 − x− 1)(x5 + 3x4 − 4x3 − 2x2 + 3x− 4)xs−1
1 s2R2

+ (x+ 1)(x5 + 3x4 − 4x3 − 10x2 − 4x+ 4)xs−1
1 s3R1s

−1
3 + (−x− 1)(x+ 2)(x2 + 2x− 2)s−1

1 s3R1s3

+ (−x+ 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s−1
1 s3R2s

−1
1

+ (−x7 − 4x6 + 10x4 + 11x3 − 2x2 − 6x− 4)s−1
1 s3R2s1

+ (x+ 1)(x6 + 4x5 − x4 − 13x3 − 9x2 + 2x+ 6)s−1
1 s3R̂1s

−1
3

+ (x+ 2)(x6 + 3x5 − 4x4 − 9x3 − x2 + 2x+ 6)s−1
1 s3R̂1s3

+ (−x8 − 4x7 + 2x6 + 17x5 + 5x4 − 22x3 − 18x2 + 2x+ 10)xs1R1

+ (−x7 − 4x6 − x5 + 10x4 + 18x3 + 7x2 − 2x− 6)s1R1s
−1
3

+ (x8 + 3x7 − 5x6 − 13x5 + 5x4 + 21x3 + 9x2 − 8x− 6)s1R1s3

+ (−x6 − 2x5 − x4 − 4x3 − 8x2 − 8x+ 2)s1R2

+ (x5 + 3x4 + 4x3 − 3x2 − 9x− 2)xs1R2s
−1
2 + (2x+ 4)s1R2s

−1
1 s2

+ (x7 + 5x6 + 2x5 − 9x4 − 11x3 − 4x2 − 2)xs1R2s2

+ (x7 + 4x6 − 2x5 − 16x4 − 12x3 + 10x2 + 17x+ 4)xs1R2s3

+ (x8 + 5x7 + 4x6 − 10x5 − 23x4 − 20x3 + 3x2 + 19x+ 12)xs1R̂1

+ (−x7 − 6x6 − 8x5 + 11x4 + 34x3 + 22x2 − 5x− 10)xs1R̂1s
−1
3

+ (−2x7 − 9x6 − 3x5 + 24x4 + 33x3 + 7x2 − 15x− 8)xs1R̂1s3

+ (x7 + 4x6 − 2x5 − 16x4 − 12x3 + 10x2 + 17x+ 4)xs1R̂2

+ (−x6 − 2x5 − x4 − 2x3 + 2)s1R̂2s
−1
3

+ (−x6 − 3x5 + 6x4 + 13x3 + 3x2 − 14x− 10)xs1R̂2s
−1
2

+ (−x8 − 5x7 − 3x6 + 15x5 + 24x4 − 2x3 − 20x2 − 8x+ 8)s1R̂2s
−1
1

+ (−x8 − 5x7 − 3x6 + 14x5 + 21x4 + x3 − 15x2 − 6x+ 6)s1R̂2s1

+ (x9 + 5x8 + 3x7 − 14x6 − 22x5 + 3x4 + 20x3 + 4x2 − 8x− 2)s1R̂2s2

+ (x+ 2)(x2 − x− 1)(x5 + 5x4 + 3x3 − 2x2 − 2x− 2)s1s
−1
3 R1

+ (x6 + 4x5 − 10x3 − 13x2 − 4x− 2)s1s
−1
3 R1s

−1
3

+ (−x7 − 3x6 + 5x5 + 12x4 − 5x3 − 16x2 − 6x+ 4)s1s
−1
3 R1s3

+ (x7 + 5x6 + 4x5 − 10x4 − 21x3 − 11x2 + 2x+ 6)s1s
−1
3 R̂1s

−1
3

+ (2x+ 2)(x2 + 4x+ 2)(x4 − x3 − 3/2x2 + 1)s1s
−1
3 R̂1s3

+ . . .

Figure 6. For a = 1, 2(x+ 2)2x4(S1 − S2), continued.
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+ (−x− 1)(x5 + 3x4 − 3x3 − 7x2 − 6x+ 2)s1s
−1
2 R2s

−1
1 + (2x+ 4)xs1s

−1
2 R2s1

+ (x− 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s
−1
2 R̂2s

−1
1

+ (x− 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s
−1
2 R̂2s1

+ (−x− 2)(x2 − x− 1)(x4 + 5x3 + 3x2 − x− 4)xs1s2R2

+ (x− 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s2R2s
−1
1

+ (x− 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s2R2s1

+ (−x+ 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s2R̂2s
−1
1

+ (−x+ 1)(x+ 1)2(x2 − x− 1)(x2 + 4x+ 2)s1s2R̂2s1 + (2x+ 4)s1s2s
−1
3 R1

+ (−2x− 4)s1s2s
−1
3 R̂1 + (2x+ 4)s1s2s3R1 + (−2x− 4)s1s2s3R̂1

+ (x+ 2)(x2 − x− 1)(x4 + x3 − 4x2 − 2)s1s3R1

+ (x+ 1)(x6 + 4x5 − x4 − 13x3 − 9x2 + 2x+ 6)s1s3R1s
−1
3

+ (x+ 2)(x5 + 2x4 − 6x3 − 5x2 + 6)s1s3R1s3

+ (−x8 − 5x7 − 3x6 + 15x5 + 24x4 − 2x3 − 20x2 − 8x+ 8)s1s3R2s
−1
1

+ (−x8 − 5x7 − 3x6 + 14x5 + 21x4 + x3 − 15x2 − 6x+ 6)s1s3R2s1

+ (x+ 1)2(x2 + 4x+ 2)(x4 − x3 − x2 − x+ 1)s1s3R̂1s
−1
3

+ (x+ 2)(x6 + 4x5 − x4 − 13x3 − 9x2 + 4x+ 8)xs1s3R̂1s3

+ (−x− 2)(x5 + 2x4 − 6x3 − 7x2 + 4x+ 5)xs2R1 + (x3 − 2x− 2)(x4 + 5x3 + 5x2 − x− 1)s2R1s
−1
3

+ (x6 + 3x5 − 4x4 − 13x3 − 6x2 + 4x+ 2)s2R1s3

+ (x+ 1)(x7 + 4x6 − x5 − 12x4 − 5x3 + 8x2 + 6x+ 2)xs2R2

+ (−x8 − 5x7 − 4x6 + 10x5 + 18x4 + 6x3 − 7x2 − 4x− 2)s2R2s
−1
1

+ (−x8 − 5x7 − 4x6 + 10x5 + 18x4 + 6x3 − 7x2 − 4x− 2)s2R2s1

+ (x6 + 4x5 − x4 − 12x3 − 4x2 + 13x+ 11)x2s2R̂2

+ (−x9 − 6x8 − 9x7 + 7x6 + 34x5 + 31x4 − 9x3 − 26x2 − 6x+ 8)s2R̂2s
−1
1

+ (−x9 − 6x8 − 9x7 + 7x6 + 34x5 + 31x4 − 9x3 − 26x2 − 6x+ 8)s2R̂2s1 + (−2x− 4)s2s
−1
3 R1s3

+ (2x+ 4)s2s
−1
1 R̂2s1 + (−x7 − 3x6 + 4x5 + 14x4 + 6x3 − 10x2 − 12x− 2)s3R1

+ (−x− 1)(x+ 1)(x5 + 2x4 − 6x3 − 4x2 + 4)s3R1s
−1
3 + (−x− 1)(x5 + 2x4 − x3 − x2 − 4x− 4)s3R1s

−1
1

+ (−x7 − x6 + 7x5 + 2x4 − 13x3 − 10x2 + 4x+ 4)s3R1s1

+ (x− 1)(x+ 2)(x2 − x− 1)(x2 + 4x+ 2)xs3R1s1s3

+ (−x+ 1)(x8 + 6x7 + 9x6 − 6x5 − 29x4 − 28x3 − 16x2 − 14x− 10)s3R1s2

+ (x+ 2)(x3 + 3x2 − 6)s3R1s3

+ (−x− 1)(x+ 2)(x6 + 3x5 − 4x4 − 9x3 + 2x2 + 7x+ 1)xs3R2

+ (x8 + 6x7 + 7x6 − 13x5 − 27x4 − 9x3 + 10x2 + 2x− 4)s3R2s
−1
1

+ (x8 + 6x7 + 8x6 − 10x5 − 30x4 − 14x3 + 8x2 + 4x− 4s3)R2s1

+ (−x7 − 3x6 + 3x5 + 11x4 + 13x3 + 7x2 − 2x− 4)s3R̂1

+ (−x− 1)(x7 + 4x6 − 10x4 − 12x3 − 3x2 + 4x+ 6)s3R̂1s
−1
3 + (−2x− 4)s3R̂1s

−1
3 s2

+ (x5 + 3x4 + x3 − x− 8)xs3R̂1s
−1
2 + (x6 + x5 − 7x4 − 5x3 − 4x2 + 10x+ 8)s3R̂1s

−1
1

+ (−x6 − 2x5 + 2x4 − 3x3 − 4x2 + 6x+ 6)s3R̂1s1

+ (−x− 1)(x+ 2)(x6 + 3x5 − 4x4 − 9x3 + 4x+ 4)s3R̂1s3

+ (x− 1)(x+ 1)(x2 + 4x+ 2)s3s
−1
2 R̂1s

−1
3 + (x− 1)(x+ 2)(x2 + 4x+ 2)s3s

−1
2 R̂1s3

+ (−x− 1)(x5 + 3x4 − 4x3 − 10x2 − 4x+ 4)s3s2R1s
−1
3 + (x+ 1)(x+ 2)(x2 + 2x− 2)s3s2R1s3

+ (2x+ 4)s3s2s
−1
1 R2 + (−2x− 4)s3s2s

−1
1 R̂2.

Figure 7. For a = 1, 2(x+ 2)2x4(S1 − S2), last part.
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(v) and (viii) are also mapped to 0. Since s1e1 = e1s1 = ae1 it is clear that s1S1 = S1s1 = as1

and this implies siC − aC 7→ 0, Csi − aC 7→ 0 for all i, which justifies that the 9th type of
relator is also mapped to 0. This completes the proof of the theorem.

Corollary 6.12. Let (tn) be a Markov trace on (BMW ††n ) with value in some S††-module M ,
and t′n its composite with M →M ⊗S††[(a−x)−1, (2a−x)−1, (2a+x)−1]. Then t′n is a linear

combination tHn , tKn , t††n with coefficients in M ⊗R S††[(a− x)−1, (2a− x)−1, (2a+ x)−1].

Proof. We know from proposition 5.11 (ii) that t′3 is a linear combination of tH3 , tK3 , t††3 . The
statement is then a consequence of theorem 6.8 together with proposition 6.1 (iv). �

6.4. Computations inside Fn. Following the arguments of Wenzl in [20] p. 400 we can
derive additional useful relations inside Fn.

Lemma 6.13. Assume |j − i| = 1. Then we have

(i) sjsiej = eisjsi
(ii) siejei = as−1

j ei + C, eiejsi = aeis
−1
j + C

(iii) eiejei = ei + 2a
x C

(iv) eisjsi = aeiej − C
Proof. By the braid relations, we have sjsis

α
j = sαi sjsi whenever α ∈ {−1, 0, 1}. Since

ek = a((s−1
k + sk)/x− 1) we get (i). Using the defining relations of Fn and (i) we get siejei =

s−1
j (sjsiej)ei = s−1

j eisj(siei) = as−1
j (eisjei) = as−1

j (C + ei) = as−1
j C + as−1

j ei = C + as−1
j ei

hence the first part of (ii). The second part is similar. Now eiejei is equal to

aei

(
sj + s−1

j

x
− 1

)
ei = a

(
1

x
eisjei +

1

x
eis
−1
j ei − e2

i

)
= a

(
1

x
(ei + C) +

1

x
(ei + C)− δ̃

x
ei

)
hence eiejei = a

(
ax
x ei + 2

xC
)

which proves (iii). In order to prove (iv), we use that, because

of (iii), eisjsi = (eiejei − 2a
x C)sjsi = ei(ejeisj)si − 2a

x Csjsi = ei(aejs
−1
i + C)si − 2a

x C =

aeiejs
−1
i si + eiCsi − 2a

x C = aeiej + δ̃
xaC −

2a
x C = aeiej + 2−ax−2

x aC which proves (iv).
�

6.5. A central extension of the Temperley-Lieb algebra.

Definition 6.14. We define a unital algebra T̃Ln over A = Q[a, x, x−1]/(a2 = 1) by genera-
tors e1, . . . , en−1, C and relations

(i) e2
i = δ̃x−1ei

(ii) eiC = Cei = δ̃x−1C

(iii) C2 = 2x−2δ̃(a− x)C
(iv) eiej = ejei if |j − i| ≥ 2
(v) eiejei = ei + 2a

x C if |j − i| = 1

We have a natural morphism T̃Ln → Fn of unital A-algebras. The next proposition shows

that T̃Ln can be identified with a subalgebra of Fn, and is a genuine extension of the ordinary

Temperley-Lieb algebra TLn defined as the quotient of T̃Ln by the two-sided ideal generated
by C.

Proposition 6.15. The natural morphism T̃Ln ⊗A S†† → Fn ⊗A S†† is injective. The S††-

module T̃Ln ⊗A S†† is free of rank 1 + Catn, where Catn denotes the n-th Catalan number.
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Figure 8. Closure of a Temperley-Lieb diagram with 2 components.

Proof. Let B the set of words in the ei’s that provides the usual basis of the Temperley-Lieb
algebra, namely ‘increasing products of increasing strings’, see [9] p. 27. Their image inside

BMWn⊗RS†† through T̃Ln⊗AS†† → Fn⊗AS†† → BMWn⊗RS†† is a linearly independent
subset of Kauffman’s tangle algebra, see [18]. It follows that B t {C} is linearly independent

in T̃Ln⊗AS††. For, if such a linear combination
∑

b∈B λbb+λCC was 0, then its image inside

BMWn ⊗R S†† would also be 0. But this image is equal to the image of
∑

b∈B λbb, which is

zero only if λb = 0 for all b ∈ B. But then λCC is mapped to λCC ∈ Fn⊗A S††, and we know
that this is zero only if λC = 0. The remaining assertions are then obvious. �

We let A1 = A/(x − a), and T̃Ln(1) = T̃Ln ⊗A A1. Note that, inside T̃Ln(1), we have

e2
i = aei. We let ēi denote the image of ei ∈ T̃Ln under the natural projection T̃Ln → TLn.

Proposition 6.16. There exists a family of traces tn : T̃Ln(1) → A1 satisfying tn(C) =
−an+1, and

tn(ei1 . . . eik) = ak+n (N (ēi1 . . . ēik)− k)

where N (ēi1 . . . ēik) denotes the number of connected components of the diagrammatic closure
of ēi1 . . . ēik ∈ TLn (see Figure 8)

Proof. We fix n, and we prove that this formula indeed provides a trace on T̃Ln(1). We
first note that the formula tn(ei1 . . . eik) = ak+n (N (ēi1 . . . ēik)− k) provides a linear form on
the free A1 algebra on e1, . . . , en−1, and that it is indeed a trace on this algebra, because
N (ei1 . . . eik) is invariant under cyclic permutation of the e′irs as is easily seen, for instance
by representing the vertices of the diagram on a circle. It is easily checked that the for-
mula tn(C) = −an+1 extends this trace to the sum of this algebra with the (non-unital)
1-dimensional algebra spanned by C, defined by C2 = 0 and Cei = eiC = aC for all i.

It then remains to check that the defining relations of T̃Ln(1) as a quotient module are
mapped to 0 under tn. Let x, y be words in the ei’s, and assume xeiy has length k. Then, by
definition of tn, we have

tn(xe2
i y) = ak+n+1(N (x̄ē2

i ȳ)− k − 1) = ak+n+1(N (x̄ēiȳ) + 1− k − 1) = atn(xeiy)
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hence the ideal generated by e2
i − aei is mapped to 0. Similarly, let i, j such that |j − i| = 1.

Then

tn(xeiejeiy) = ak+2+n(N (x̄ēiēj ēiȳ)− k − 2) = ak+n(N (x̄ēiȳ)− k − 2)
= tn(xeiy)− 2ak+n = tn(xeiy) + 2tn(xCy)

and this is equal to tn(x(ei + 2C)y) hence the ideal generated by eiejei− (ei + 2C) is mapped
to 0. Assume now |j − i| ≥ 2. Since ēiēj = ēj ēi it is clear that tn vanishes on the ideal
generated by the eiej − ejei. The conclusion follows.

�

We let A0 = A/(x − 2a), and T̃Ln(0) = T̃Ln ⊗A A0. Note that, inside T̃Ln(0), we have

δ̃ = 0 whence e2
i = Cei = eiC = 0, eiejei = ei + C whenever |j − i| = 1.

Proposition 6.17. Let n ≥ 3 and un, vn ∈ A0. There exists a trace on T̃Ln(0) defined by
tn(1) = vn, tn(C) = −un, tn(ei) = un for all i ∈ [1, n− 1] and

tn(ei1 . . . eik) = 0 if k ≥ 2.

Proof. Similar to the previous proof, only easier. �

Note that such a trace is never symmetrizing, because tn((e1 − e2)x) = 0 for every x ∈
T̃Ln(0).

We finally notice that the extension is not split in one of the two special cases we are inter-
ested in, therefore providing a non-zero Hochschild cohomology 2-class inside HH2(TLn(1),Q[a]/(a2−
1)).

Proposition 6.18. Let k be a field of characteristic 0 and ϕ : A � k be a morphism of

Q-algebras. Assume n ≥ 3. The natural short exact sequences 0 → kC → T̃Ln ⊗ϕ k →
TLn ⊗ϕ k → 0 splits if and only if ϕ(x − a) 6= 0. In that case, the splitting is given by the
map

ēi 7→ ei −
(

ϕ(x)

2ϕ(a− x)

)
C.

Moreover, this splitting is unique.

Proof. For the proof, we identify x, a with their value under ϕ, and T̃Ln, TLn with their
specialization. Let ěi denote the image of ēi under such a splitting. We have ěi = ei + λiC

for some λi ∈ k. For a given i, the relation ě2
i = δ̃

x ěi is equivalent to the equation

(∗) λiδ̃

x

(
1 +

2λi
x

(a− x)

)
= 0.

If λi = 0 for some i, then, choosing j with |j − i| = 1 we get that ěiěj ěi = eiěj ěi is equal to

ěi iff 2a + λj δ̃
2/x = 0, hence δ̃ 6= 0 and λj = −2ax/δ̃2. But then the equation ě2

j = (δ̃/x)ěj

implies λjx/δ̃ = 0, a contradiction. Therefore λi = 0 for every i.

If δ̃ = 0, that is x = 2a, for every i, j with |j − i| = 1 we have ěiěj ěi = eiejei = ei + C,
therefore λi = 1 = −x

2(a−x) , and the formula ei 7→ ei +C is easily checked to provide a splitting

in this case.
We can thus assume δ̃ 6= 0, and λi 6= 0 for all i. Then (∗) implies x 6= a and λi = −x

2(a−x) .

The fact that this formula provides a splitting is again checked by direct computation, and
this proves the claim. �
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6.6. Splittings. In this section we show that our extension of the BMW-algebra is not split
exactly in the two cases we are interested in.

Proposition 6.19. Let k be a field of characteristic 0 and ϕ : S††± → k a morphism of Q-

algebras. Then, for n ≥ 3, the natural short exact sequence 0 → kC → (Fn ⊗A S††± ) ⊗ϕ k →
(BMW±n )⊗ S††± )⊗ϕ k → 0 splits iff ϕ(Q) has a root in k, where

Q(λ) = x4(1 + uδ̃ + u2δ̃) ∈ S††± [λ].

and u = 2λa(a − x)x−2. If this is the case, each one of the roots λ provides a splitting
si 7→ si +λC, and these are the only two possible splittings. In particular, if k is algebraically
closed, then the short exact sequence splits iff ϕ((x − a)(x − 2a)) 6= 0, and it admits exactly
one splitting iff ϕ(x+ 2a) = 0.

Proof. In the proof we work inside the specializations, and identify x, a, . . . with their images
under ϕ. Let us assume that there is a splitting, given by ei 7→ ěi, si 7→ ši. This splitting
provides a splitting of the extension of the Temperley-Lieb subalgebra, and therefore, by
proposition 6.18, one needs to have x 6= a, and ěi = ei − x

2(a−x)C. We have ši = si + λiC for

some λi ∈ k. Moreover, the equation (si−a)(s2
i −xsi+ 1) = 0 implies that s−1

i = as2
i − (ax+

1)si + (x+ a). Since this equation also holds for ši, we get š−1
i = aš2

i − (ax+ 1)ši + (x+ a).

Expanding ši = si + λiC we get š−1
i = s−1

i + λia(a − x)(1 + 2λiδ̃/x
2)C. From this we then

get that the equation ěi = a
(
ši+š

−1
i

x − 1
)

imposes Q(λi) = 0. We now consider the braid

relation šišj ši = šj šišj = 0 when |j − i| = 1. We get šišj ši = sisjsi + (2λi + λj)C + (λ2
i +

2λiλj)C
2 + λ2

iλjC
3 and therefore šišj ši − šj šišj is equal to

(λi − λj)

(
2
δ̃

x2
(a− x)λi + a

)(
2
δ̃

x2
(a− x)λj + a

)
C.

Therefore, either λi = λj , or δ̃ 6= 0 and one of the two values λi or λj is equal to λ0 =

−ax2/(2δ̃(a − x)). Since Q(λ0) = x4/δ̃ this is excluded hence λi = λj . This proves that λi
is independent of i, hence the splitting has the form ši = si + λC with λ independent of i.
It then remains to prove that this formula, with λ a root of Q, provides a splitting. The
relation šišj = šj ši when |j− i| ≥ 2 is clear, and therefore the only two relations that remain
to be checked are ěiš

ε
j ěi = ěi for |j − i| = 1 and ε ∈ {−1, 1}. For this we first check that

ěiC = 0 by direct computation. Then, ěišj ěi = ěi(sj + λC)ěi = ěisj ěi + λěiCěi = ěisj ěi + 0
and, expanding ěi = ei − x

2(a−x)C, we get ěišj ěi = ěi. The case ε = −1 is similar, and this

concludes the proof.
�

Remark 6.20. In cohomological terms, the non splitting in the cases x = a and x = 2a pro-
vides a non-zero cohomology 2-class in the Hochschild cohomology of these specializations of
the BMW algebras with values in the one-dimensional bimodule given by si 7→ a (which factor-
izes through BMW±n in these cases). If x 6∈ {a, 2a,−2a} and the sequence splits, necessarily
in two different ways, then the two splittings afford to distinct BMW±n -bimodule structures
on k, namely siC = Csi = bC and siC = Csi = cC.

Remark 6.21. Another natural question is for which specializations ϕ : A → k (with k a

field of characteristic 0) the natural morphism T̃Ln ⊗ϕ k → Fn ⊗ϕ k admits a retraction. A
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straightforward computation shows that this holds if and only if ϕ(x + 2a) = 0 and that, in
this case, there is exactly one retraction. It is given by ei 7→ ei, si 7→ −ei− a, s−1

i 7→ −ei− a,
C 7→ C.

6.7. A central extension of the (−1)-Hecke algebras. We introduce the two-sided ideal
F+
n of Fn generated by e1, . . . , en−1, C, and we let F++

n denote the ideal (F+
n )2.

Inside Fn/F
++
n we have ei = −C for all i, and therefore δ̃x−1C = eiC = −C2 = −2δ̃(a −

x)C, that is
(
δ̃
x

)2
aC = 0. We thus let Fn denote the quotient of Fn(0) = Fn⊗AA0 by the ideal

(A0F
+
n )2. It is spanned over A0 by elements Ew, w ∈ Sn, and C. Indeed, one can easily check

the following formula, when we also denote s1, . . . , si−1 the Coxeter generator of the symmetric
group : if `(siw) = `(w) + 1 then si.Ew = Esiw, otherwise si.Ew = −2a`(w)C + 2aEw−Esiw ;

moreover C2 = 0 and C.Ew = a`(w)C. Actually, a similar algebra can be associated to every
Coxeter system, as we show now.

Theorem 6.22. Let (W,S) be a Coxeter system, and k a field of characteristic 6= 2. The
formulas 

s.Ew = Esw if `(sw) = `(w) + 1

= −2a`(w)C + 2aEw − Esw otherwise
s.C = aC

for all s ∈ S, w ∈ W , define a representation of the Artin-Tits group B associated to (W,S)
on the free module over k[a]/(a2−1) spanned by C and the Ew, w ∈W . When W is finite, the
image of the group algebra of B inside this representation is a free module of rank 1+ |W |. In
all cases, this image projects onto the Iwahori-Hecke algebra of (W,S) defined by the relation

(s−a)2 = 0 for all s ∈ S, with kernel the linear span of C̃ = −(s−a)2 for an arbitrary choice
of s ∈ S. When W admits a single conjugacy class of reflections, this algebra is the quotient
of the group algebra of B by the relations (t− a)(s− a)2 = (s− a)2(t− a) = 0 for all s, t ∈ S.

Proof. For every s ∈ S we introduce the endomorphism Rs defined by{
Rs(Ew) = Ews if `(ws) = `(w) + 1

= −2a`(w)C + 2aEw − Ews otherwise

and Rs(C) = aC. We want to prove that the action of stst . . .︸ ︷︷ ︸
mst

on each Ew coincides with the

action of tsts . . .︸ ︷︷ ︸
mst

. As in the classical proof for the usual Hecke algebras (see [2], ex. 23 a) in

ch. IV §2) we check that Rs, Rt commute with the actions of s and t by a straightforward
computation, only using that the two conditions `(swt) = `(w) and `(sw) = `(wt), when met
at the same time, imply sw = wt. From this and the obvious fact that

stst . . .︸ ︷︷ ︸
mst

.E1 = Estst . . .︸ ︷︷ ︸
mst

= Etsts . . .︸ ︷︷ ︸
mst

= tsts . . .︸ ︷︷ ︸
mst

.E1

we deduce that, writing any w as a reduced expression ti1 . . . tir , and letting Rw = Rt1 . . . Rtr ,
we get

stst . . .︸ ︷︷ ︸
mst

.Ew = stst . . .︸ ︷︷ ︸
mst

.Rw.E1 = Rw stst . . .︸ ︷︷ ︸
mst

.E1 = Rw tsts . . .︸ ︷︷ ︸
mst

.E1 = tsts . . .︸ ︷︷ ︸
mst

.RwE1 = tsts . . .︸ ︷︷ ︸
mst

.Ew

and this proves the first claim. Let H̃ denote the image of the group algebra of B in this
representation. By the same argument, we get that the morphism g 7→ g.E1 induces an
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injective module morphism between H̃ and the linear span E of the Ew and C. Letting E
denote the quotient of E by the linear span of C, we get an action of H̃ on E which factorises
through the regular representation of the usual Hecke algebra H of (W,S). Letting Ew ∈ E
denote the image of Ew ∈ E , we get therefore a surjective map x 7→ x.E1 from H̃ onto a free
module with basis the Ew, w ∈ W . If W is finite, we deduce from this that the rank of H̃
is 1 + |W |. Since H̃ → E is injective we know that the kernel of H̃ → E is the linear span

of C, and this kernel coincides with the kernel of H̃ → H by the faithfulness of the regular
representation. If W is finite, we deduce from this that the rank of H̃ is 1 + |W |. We have
(s − a).E1 = Es − aE1 and (s − a)2.E1 = −2aC + 2aEs − E1 − aEs − aEs + E1 = −2aC.

Letting C̃ ∈ H̃ denote the action of −(s − a)2, we get C̃.E1 = 2aC, C̃.C = 0 hence C̃2 = 0.

Also note that, since C̃.E1 = −2aC does not depend on the choice of s ∈ S, the definition
of C̃ does not depend on the choice of s either. Since (t − a).C = 0 for all t ∈ S we get

(t − a)C̃.E1 = 0. Moreover C̃.Et = C̃Rt(E1) = Rt(C̃.E1) = 2aRt(C) = 2C. Therefore

C̃.(t − a).E1 = C̃.Et − aC̃.E1 = 2C − 2C = 0. Let now Ĥ denote the quotient of the group
algebra k[a]/(a2−1)B of B by the relations (s−a)2(t−a) = (t−a)(s−a)2 = 0 for all s, t ∈ S.

We proved that the natural surjective morphism k[a]/(a2− 1)B → H̃ factors through Ĥ. For

s ∈ S, let Ĉs denote the image of −(s− a)2 inside Ĥ. Since (t− a)Ĉs = Ĉs(t− a) = 0 we get

tĈs = aĈs = Ĉst hence tĈst
−1 = Ĉs for all t ∈ S hence bĈsb

−1 = Ĉs for all b ∈ B. If W has a
single conjugacy class of reflections this implies that Ĉs does not depend of s ∈ S, because in
that case all the elements of S are conjugated one to the other inside B, and bĈsb

−1 = Ĉbsb−1

whenever bsb−1 ∈ S. Therefore we note Ĉ = Ĉs. By the above we know that its linear span is
a two-sided ideal of Ĉ, and it is clear that the composite map Ĥ → H̃ → H factors through
Ĥ/〈Ĉ〉 → H. But Ĥ/〈Ĉ〉 is the quotient of k[a]/(a2−1)B by the relations (s−a)2 = 0 for all

s ∈ S hence this map is an isomorphism. By the short five lemma this implies that Ĥ → H̃
is also an isomorphism.

�

Remark 6.23. These extensions of the (−1)-Hecke algebras are clearly non-split, and there-
fore they provide natural non-zero Hochschild 2-cohomology classes in the cohomology of these
Hecke algebras with values in the trivial bimodule afforded by the obvious augmentation map.

Remark 6.24. When W has several classes of reflections, then the quotient of k[a]2/(a2−1)B
by the relations (s − a)2(t − a) = (t − a)(s2 − a) = 0 defines a larger algebra. This algebra
projects onto the usual Hecke algebra and the kernel of the projection is a two-sided nilpotent
ideal of rank the number r of conjugacy classes of reflections. The action of k[a]/(a2 − 1)B
on this algebra admits a similar description that we leave as an exercise to the reader.

When there is a single conjugacy class of reflections, one may wonder if we could reduce
the number of relations by asking for e.g. (t − a)(s − a)2 = 0 for all s, t ∈ S, but not for
(s − a)2(t − a) = 0 for all s, t ∈ S. At least when (W,S) is of simply-laced type, the answer
is positive, as we show now.

Proposition 6.25. If (W,S) is an irreducible Coxeter system of simply-laced type and car.k 6=
2, then the algebra H̃(W,S) is the quotient of the group algebra of k[a]/(a2 − 1)B by the
relations (t − a)(s − a)2 = 0 for s, t ∈ S. The corresponding ideal is also generated by the
relations (s− a)2(t− a) = 0 for s, t ∈ S.

Proof. The statement can be reduced to the special case where W has type A2. If char.k =
0, by using k[a]/(a2 − 1) ' k[a]/(a − 1) ⊕ k[a]/(a + 1) ' k ⊕ k and the fact that H̃ is
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in this case a quotient of the Hecke algebra a specialization of H3, we can compute the
dimension of the ideal generated by these relations, and concludes in this way that the ideal
coincides with the ideal generated by the relations (t − a)(s − a)2 = (s − a)2(t − a) = 0
for a ∈ {−1, 1}. By this method one may actually get a explicit expressions over Q whose
denominators are powers of 2, thus getting the conclusion for every field of characteristic
6= 2. We provide an alternative, à la Coxeter argument. We compute inside the quotient
A of kBn by the relations (t − a)(s − a)2 = 0 for all s, t ∈ S. Again for all s, t ∈ S, since
(s − a)3 = 0 we get s−1 = as2 − 3s + 3a and therefore the identity s(t − a)2 = a(t − a)2

implies s−1(t − a)2 = (t − a)2. We assume that (W,S) has type A2 and we let S = {s, t}.
Then, sts = tst implies (t − a)2 = (ts)−1(s − a)2ts = s−1t−1(s − a)2ts = (s − a)2ts. Let
then X = (s− a)2t− 2a(t− a)2 + (t− a)2s. We get X.s = (s− a)2ts+ (t− a)2(s2 − 2as) =
(t−a)2(s2−2as+1) = (t−a)(t−a)(s−a)2 = 0. Since s is invertible this implies X = 0, that
is (s− a)2t = 2a(t− a)2 − (t− a)2s. Symmetrically we get (t− a)2s = 2a(s− a)2 − (s− a)2t
hence 2a(s − a)2 = (t − a)2s + (s − a)2t = (t − a)2s + 2a(t − a)2 − (t − a)2s = 2a(t − a)2.
Thus (s− a)2 = (t− a)2 hence (s− a)2t = (t− a)2t = t(t− a)2 = a(t− a)2 = a(s− a)2 and
symmetrically (t− a)2s = a(t− a)2. The conclusion follows.

�

Remark 6.26. This statement might be true in general, when W has a single conjugacy
class of reflections. We suspect however that it is not the case. Our reason for this is
that, when W = I2(m) and m is even, we could similarly hope that the ideal generated by
(t − a)2(s − a),(s − a)2(t − a),(s − a)(t − a)2,(t − a)(s − a)2, for all s, t ∈ S is equal to the
ideal generated by (t − a)(s − a)2,(s − a)(t − a)2. Let us denote by I the latter ideal. When
m = 4 we can find an algebraic proof of this, similar in spirit with the one we have for m = 3.
When analysed carefully, we see that this proof is based on the following properties. First of
all that, modulo I, we have (s − a)2.(s − a) ≡ 0, and (s − a)2.tsts ≡ tsts(s − a)2 ≡ (s − a)2

hence (s − a)2.(tsts − 1) ≡ 0 mod I. Moreover, the right action of B modulo I on (s − a)2

is easily seen to factorize through the usual Hecke algebra H, since (s − a)2b(t − a)2 ≡ (s −
a)2a`(b)(t − a)2 ≡ a`(b)(s − a)2(t − a)2 ≡ 0 mod I for every word b of length `(b) in S. The
property we have for m = 4 is then a consequence of the fact the right ideal of H generated by
s− a and w0 − 1, where w0 is the longest element of w written as a word in S, is the kernel
of the 1-dimensional representation s 7→ a, s ∈ S. This is no more true for m ≥ 6 (m even)
as can be checked by computer for small values of m, and in general by computing the image
of these two elements into well-chosen 2-dimensional irreducible representations of H. Based
on this, a counter-example could be expected already for m = 5, and could possibly be proved
as follows. If the BMR freeness conjecture (see e.g. [16]) holds true for the complex reflection
group of Shephard-Todd type G20, then the quotient of the group algebra of the braid group
by the relations (s − a)3 = 0 is again finite dimensional (of dimenion 360) and therefore it
should be computationally doable to compare the dimensions of the two ideals.

Thus Fn = Fn(0)/(A0F
+
n )2 is the extension of the theorem corresponding to W = Sn.

Notice that the natural map Fn → Fn+1 is into for all n ≥ 1. We now prove that there is
indeed a Markov trace on Fn factorizing through Fn. Our proof is essentially an adaptation
of Jones’s proof of existence for the Ocneanu trace (see [8] theorem 5.1).

Theorem 6.27. There exists a unique family of traces tn : Fn → A0 satisfying tn+1(xs±1
n ) =

tn(x) for all x ∈ Fn−1 and t2(C) = 1.
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Proof. Because tn+1(C) = atn+1(Csn) and C ∈ Fn−1, the condition t2(C) = 1 implies
tn(C) = an for all n ≥ 2. We recall that every element of Sn+1 admits a reduced expression
of the form wyk with w a reduced expression of some element in Sn and yk = snsn−1 . . . sk
with 1 ≤ k ≤ n + 1, with the convention yn+1 = 1. We assume that tn is uniquely defined
with a trace satisfying the Markov property, and we show from this that tn+1 is also uniquely
defined. We let ŷk = sn−1 . . . sk for 1 ≤ k ≤ n.

First of all, we note that 1 = a
2 (si + s−1

i ) − aei = a
2 (si + s−1

i ) + aC, hence the Markov

property imposes that, for all x ∈ Fn, we have

tn+1(x) = atn(x) + atn(xC) = atn(x) + a1+`(w)+n

if x is given by the reduced expression w. Now Fn+1 = Fn ⊕
⊕

k<n+1 Fnyk. Therefore, tn+1

is uniquely defined by its value on Fn, that we already defined, and on the Fnyk for k < n+1.
But the Markov property imposes tn+1([w]yk) = tn+1([w]snŷk) = tn([w]ŷk), so we take this
as a definition.

We need to prove that tn+1 is a trace and that is satisfies the Markov condition. We start
by the latter property, and actually we prove first that tn+1(xs±1

n y) = tn(xy) for all x, y ∈ Fn.
First of all we note that tn+1(xsnŷk) = tn(xŷk) for all x ∈ Fn, since it holds for x = C as well
as all the x = [w] for w a reduced expression in Sn. We can then restrict ourselves to proving
that tn+1(xsny) = tn(xy) for all y of the form [w]ŷk for w a reduced expression in Sn−1 and 1 ≤
k ≤ n. Then tn+1(xsny) = tn+1(xsn[w]ŷk) = tn+1(x[w]snŷk) = tn+1(x[w]yk) = tn(x[w]ŷk) =
tn(xy). We now prove that tn+1(xs−1

n y) = tn(xy) under the same assumptions on x, y. We
can assume x = [w] and y = [m] for w,m reduced expression. We then notice that s−1

n = 2a+

2en−sn = 2a−2C−sn and therefore tn+1(xs−1
n y) = 2atn+1(xy)−2a`(w)+`(m)+n−tn+1(xsny) =

2atn+1(xy)−2a`(w)+`(m)+n−tn+1(xsny) = 2tn(xy)+2an+`(w)+`(m)−2a`(w)+`(m)+n−tn(xy) =
tn(xy).

We now prove that tn+1 is a trace. We need to prove tn+1(six) = tn+1(xsi) for all i ≤ n. We
first assume i < n. If x ∈ Fn this is an immediate consequence of the relation between tn+1(x)
and tn(x). If not, we can assume x = [w]snŷk. Then tn+1(six) = tn+1(si[w]snŷk) = tn(si[w]ŷk)
by the Markov property. Since tn is a trace this is equal to tn(si[w]ŷk) = tn([w]ŷksi) =
tn+1([w]snŷksi) = tn+1(xsi).

We now let i = n. If x ∈ Fn this is a consequence of the Markov property : tn+1(snx) =
tn(x) = tn+1(xsn). If not, we can assume x = usnv with u, v ∈ Fn. Then tn+1(snx) =
tn+1(snusnv).

• If u, v ∈ Fn−1 this is equal to tn+1(snuvsn) = tn+1(usnvsn) = tn+1(xsn).
• If u ∈ Fn−1 and v 6∈ Fn−1 this is equal to tn+1(us2

nv) = −2atn+1(uCv)− tn+1(uv) +

2atn+1(usnv) since s2
n = −2aC − 1 + 2asn, and therefore to −2a`(u)+`(v)+n+1 −

tn+1(uv)+2atn+1(usnv) = −2a`(u)+`(v)+n+1−tn+1(uv)+2atn(uv) = −2atn+1(uCvsn)−
tn+1(uv) + 2atn+1(uvsn). On the other hand we can write v = [w]sn−1[w′] with
w,w′ reduced expressions in Sn−1. Then tn+1(usnvsn) = tn+1(usn[w]sn−1[w′]sn) =
tn+1(u[w]snsn−1sn[w′]) = tn+1(u[w]sn−1snsn−1[w′]) = tn(u[w]s2

n−1[w′]) = −2atn(u[w]C[w′])−
tn(u[w][w′]) + 2atn(u[w]sn−1[w′]) = −2atn(u[w]C[w′]) − tn(u[w][w′]) + 2atn(uv) =
−2atn+1(uCvsn) − tn+1(uv) + 2atn+1(uvsn) since tn(u[w][w′]) = atn−1(u[w][w′]) +

an+`(u)+`(w)+`(w′) = atn(u[w]sn−1[w′]) + an+`(u)+`(w)+`(w′) = tn+1(uv).
• the case u 6∈ Fn−1 and v ∈ Fn−1 is similar and left to the reader.
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• We now assume u = [w]sn−1[w′] and v = [m]sn−1[m′]. Then

tn+1(snusnv) = tn+1(sn[w]sn−1[w′]sn[m]sn−1[m′])
= tn+1([w]snsn−1sn[w′][m]sn−1[m′])
= tn+1([w]sn−1snsn−1[w′][m]sn−1[m′])
= tn([w]s2

n−1[w′][m]sn−1[m′])

by the Markov property. Similarly,

tn+1(usnvsn) = tn([w]sn−1[w′][m]s2
n−1[m′]).

Expanding s2
n−1 we get tn([w]s2

n−1[w′][m]sn−1[m′]) = −2atn([w]C[w′][m]sn−1[m′])−
tn([w][w′][m]sn−1[m′])+2atn([w]sn−1[w′][m]sn−1[m′]) while tn([w]sn−1[w′][m]s2

n−1[m′]) =
−2atn([w]sn−1[w′][m]C[m′])− tn([w]sn−1[w′][m][m′])+2atn([w]sn−1[w′][m]sn−1[m′]).

We have tn([w]C[w′][m]sn−1[m′]) = tn([w]sn−1[w′][m]C[m′]) = an+1+`(w)+`(w′)+`(m)+`(m′)

tn([w][w′][m]sn−1[m′]) = tn−1([w][w′][m][m′]) = tn([w]sn−1[w′][m][m′]) by the Markov
property, whence tn+1(snusnv) = tn+1(usnvsn) and the conclusion.

�

6.8. The case x = −2a. Let Bn denote the Q[a]/(a2−1)-algebra BMW ††4 ⊗S††/(x+2a) and

B±n = Bn⊗Q[a]/(a∓ 1). Inside Bn we have x = −2a, e2
i = 2aei, δ̃ = 4 and (si− a)(si + a)2 =

(si + a)(s2
i − 1) = 0. We specialize H4 accordingly, and let U±, V ± denote the kernels of

its projection onto B±4 and BMW±4 , respectively. We denote I±n = Ker(B±n � BMW±n ) and
we identify I±4 with the vector space U±/V ±. By proposition 6.11 we know that they have
dimension 115 − 105 = 10. As we noticed in the proof of proposition 5.10, we have natural
morphisms B±n � QSn.

We let C±i denote the image of Si inside B±n . We have (C±i )2 = 6aC±i = ±6C±i . dimB±n =

115. The quotient F±n of B±n by the ideal generated by C±1 −C
±
2 is Fn⊗A/(a∓1, x+2a). We

have B±n � F±n � BMW±n , and B3 ' F3. Recall from proposition 6.19 that the morphism
F±n → BMW±n admits exactly one splitting, given by si 7→ si − (a/3)C.

By explicit computations inside U±/V ±, we get the following.

(i) The bimodule action of H4 on I±4 factorizes through (QS4)⊗ (QS4)op (that is, the
left and right actions of the s2

i are trivial). The corresponding representations are
χ4 ⊗ χ4 + χ31 ⊗ χ31 if a = 1, χ14 ⊗ χ14 + χ211 ⊗ χ211 if a = −1, where χλ denotes
the irreducible representation of Sn associated to the partition λ of n, with the
convention that χ[n] is the trivial representation.

(ii) The subalgebra of I±4 generated by C±1 and C±2 is 5-dimensional, and defined by the
relations (C±i )2 = 6aC±i , C±1 C

±
2 C
±
1 − C

±
2 C
±
1 C
±
2 = 4(C±1 − C

±
2 ), one possible basis

being C±1 , C
±
2 , C

±
1 C
±
2 , C

±
2 C
±
1 , C

±
1 C
±
2 C
±
1 .

(iii) By direct computation, we check that the ideal I±4 is generated by C±1 , C±2 and the
ei’s. Since we have B±3 = F±3 , by lemma 6.13 (iii) we know that the C±i ’s belong

to the subalgebra generated by the ei’s. Therefore, the extension B±4 of BMW±4 is
basically determined by the induced extension of the Temperley-Lieb subalgebra of
BMW±n , at least when n = 4. We suspect it is the case in general.

(iv) As an algebra, using known algorithms used by GAP4, we check that I±4 can be split
into a direct sum of two unital Q-algebras, one of them being 1-dimensional, the
other one being 9-dimensional. We check that the latter is central and simple, but
not a division ring. Therefore, we have I±4 ' Q⊕Mat3(Q) as a Q-algebra.
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One problem we face to extend these properties further is that we need to know whether C±3
and C±1 do commute (or to what extent they do not). This should be doable by computing
inside H5, which is still finite-dimensional. However its dimension (155520) is a lot larger
than the dimension of H4, and there is no software capable of dealing with it yet.

These computations are however sufficient to guess a plausible conjecture. For n ≥ 3, let
TL±n denote the quotient of the group algebra QSn of the symmetric group by the ideal J ±n
generated by T = s1s2s1 + as1s2 + as2s1 + s1 + s2 + a with a = ±1. It is a specialization of
the Temperley-Lieb algebra, and has dimension the Catalan number Catn. Now recall from
the proof of proposition 5.10 that we have a surjective morphism B±n � QSn. By direct
computation we get that S1 is mapped onto T . Therefore, we have a commutative diagram
of horizontal short exact sequences

0 // I±n
π±n
��

// B±n //

����

BMW±n //

����

0

0 // J ±n // QSn
// TL±n // 0

The computations above together with the identification of B±3 with a specialization of F3

shows that, for n = 3 and n = 4, the leftmost vertical map π±n is an isomorphisme. We
conjecture that it is the case in general.

Conjecture 6.28. π±n is an isomorphism for all n ≥ 3.

If this conjecture holds true, then the algebra structure of B±n would be completely de-
termine by an explicit linear splitting of B±n → BMW±n together with the corresponding
Hochschild 2-cocycle. Indeed, the bimodule action of BMW±n on I±n would be easily deter-
mined, since the action of every braid on I±n would be identified under π±n with the action of
the corresponding permutation on the ideal J ±n . Moreover, we would have for the dimension
of B±n the conjectural formula

dimB±n = dimBMW±n + dimQSn − dimTL±n
= 1.3. . . . .(2n− 1) + n!− Catn

Finally, we suspect that the special retraction pointed out in remark 6.21 echoes some special
phenomenon in B±n that needs to be understood further.

7. Knot invariants

7.1. Number of connected components, special trace and change of variables. If β
is a braid on n strands, then its closure L is an oriented link. As before, we denote ` : Bn → Z

the abelianization morphism which maps σi to 1. We will use the following classical fact :

Lemma 7.1. If β ∈ Bn and L is the closure of β, then n+ `(β) ≡ (#L) mod 2, where #L
denote the number of components of the link L.

Proof. Decomposing the projection β ∈ Sn of β under Bn → Sn into a product of disjoint
cycles, we get r cycles of even lengths 2a1, . . . , 2ar and s cycles of odd lengths b1, . . . , bs. Then
#L = r + s, n = 2

∑
ai +

∑
bi ≡ s mod 2 and `(β) ≡ r mod 2. This proves the claim.

�

This provides a simple interpretation of the trace t††n , with values in S††. Recall that a2 = 1
inside S††.
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Proposition 7.2. If β ∈ Bn and L is the closure of β, then t††n (β) = a#L.

Proof. By construction, we have t††n (β) = ana`(β) = an+`(β). Since a2 = 1 the conclusion
follows from lemma 7.1. �

There is a well-known connection between ‘two versions’ of the Kauffman polynomial,
one being connected to the other through a sign depending on the number of connected
components of the link. In our formalism this is seen as follows, using the automorphism E
of BMWn ⊗R S = BMW+

n ⊕ BMW−n . First recall that the values of t+n and t−n on braids
belong to a submodule S0 = Q[a±1, x±1] of S+ and S−, respectively. Also recall that S0 can
be considered as a submodule of Q(α, q) under a 7→ α−2, x 7→ α−1(q±q−1). We let τ±n denote
the Markov traces t±n viewed as functions with values in the same ring S0.

We can now show how this well-known connection between the two versions fits into our
setting. This connection can be stated as follows (see e.g. [12], p. 177).

Proposition 7.3. If β is a braid on n strands whose closure is the link L, then

τ−n (β)
∣∣
a 7→−a
x 7→−x

= (−1)#L−1τ+
n (β)

where we identified β with its image in BMW+
n on the LHS, and its image in BMW−n in the

RHS, and #L denotes the number of components of L.

Proof. The LHS can be viewed inside S+ as η◦t−n ◦E(E(β)), which is equal to (−1)n−1t+n (E(β))

by corollary 5.4. Now (−1)n−1t+n (E(β)) = (−1)n−1(−1)`(β)t+n (β) where ` : Bn → Z denotes as
before the abelianization morphism. The conclusion then follows from the identity n+`(β) ≡
(#L) mod 2, proved in lemma 7.1. �

7.2. The special case a = ±1, b = ∓j, c = ∓j2. Recall that j denotes a primitive 3-root of
1. We have y = 1, x = a. In this case, the link invariant afforded by the Kauffman trace t+n is
constant equal to 1 (that is, it takes the value 1 on every link), see [12] p. 186, table 16.3 row

A, and this is reproved by the observation that, in this case, δK = a hence tKn = t††n . For y = 1
and x = a = −1, according to [12] p. 186, table 16.3 row D, the link invariant associated to tHn
maps a link L to (i

√
2)d2(T (L)), where T (L) is the 3-fold cyclic cover of S3 branched over L, and

d2(T (L)) = dimF2 H1(T (L),F2). When y = 1, x = a = 1, we consider the automorphism ϕ of
the group algebra of the braid group defined by si 7→ s−1

i , and show that, as in the proposition
7.3 and corollary 5.4, the formula Tn(b) = (−1)n−1tn(ϕ(b)) induces a bijection between the
traces factorizing through the two Hecke algebras with quadratic conditions s2 + s + 1 = 0
and s2 − s + 1 = 0, hence the two invariants are related by multiplication by (−1)#L−1. As

a consequence we get the general formula tHn (β) = a#β̂−1(i
√

2)d2(T (L)).

We are looking for a Markov trace t0n on B̃MWn ⊗R R/(a = ±1, b = ∓j, c = ∓j2) such

that t03(1) = t03(s1) = 0 and t03(s1s2) = 1. This implies t03(sα1 s
β
2 ) = 1 for all α, β ∈ {−1, 1}.

We checked by computer that there is a (necessarily unique) extension of t03 to F4 satisfying
the Markov property. If there is an obstruction to these traces to genuine Markov traces one
thus needs to look for it on at least 5 strands.

Conjecture 7.4. The trace t03 can be extended to a Markov trace on the tower (Fn).

Assuming that conjecture, we get that the corresponding link invariant would take the
value an × (4.2n − 4− 2n) on the (n+ 3)-components unlink.
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7.3. The special case a = b = c = ±1. We have y = 1, x = 2a = ±2. In this case, δH = a,

hence tHn coincides with t††n (see also [12] table 6.3, row A), and, for a = y = 1, the Kauffman
invariant maps a link L to (detL)2, where detL = ∆L(−1) = ∇L(0) (see [12] table 6.3, row
B). Since this invariant is afforded by t+n , and because of proposition 7.3, this implies that

tKn (β) = a#β̂−1(det β̂)2 for every braid β ∈ Bn.

We are looking for a Markov trace t0n on B̃MWn ⊗R R/(a = b = c = ±1) such that

t03(1) = 1, t03(s1) = t03(s1s2) = 0. This implies t03(sα1 s
β
2 ) = 0 for all α, β ∈ {−1, 1}. By theorem

6.27 we know that such a Markov trace exists, factoring through Fn. Moreover, by induction
we easily get that t0n+3(1) = an× (n+1), and therefore the corresponding link invariant takes
the value an × (n + 1) on the (n + 3)-components unlink. Finally, we can easily identify its

restriction to the subalgebra T̃Ln(0), as follows.

Proposition 7.5. There exists a family of traces tn : T̃Ln(0) → A0 satisfying tn(C) = an,
t1(1) = 0, tn(1) = (n − 2)an+1 if n ≥ 2, that would coincide with the restriction of t0n to

T̃Ln(0) if (t0n) is well-defined.

Proof. Letting un = −an,v1 = 0, vn = (n − 2)an+1 in proposition 6.17 provides a family of
traces tn. We know prove that tn necessarily coincides with the restriction of the putative
Markov trace t0n. We have tn(1) = t0n(1) for n ≤ 3 and, by proposition 6.3 (iii), t0n+3(1) =

2at0n+2(1)− t0n+1(1) since, we know that t0n factors through (Fn) by theorem 6.8. Because of

this, we have t0n(1) = tn(1) for all n. By proposition 6.3 we also get tn(C) = t0n(C) for all n.
From the relation ei = (si + s−1

i )/2 − a and the Markov property we get t0n(ei) = tn(ei) for
all i. It is well-known that the Temperley-Lieb algebra admits a basis made of words in the
ei which has the property that the ei of maximal index appears exactly once. Let us consider

such a basis element of T̃Ln of the form AeiB with A,B words in the ej for j < i. Expanding
ei as before, we get from the Markov property that t0n+1(AeiB) = t0n(AB)− at0n+1(AB). By

induction on the length of the words in the ei’s, we get from this formula that t0n+1(AeiB) = 0

as soon as A or B has length ≥ 1, and therefore t0n coincides on tn on every basis element of

T̃Ln(0), which proves the claim.
�

7.4. Tables. We gather here some computations that we made of these two invariants, one
of them (for x = a) being still conjectural.

Knot x = a x = 2a Knot x = a x = 2a Knot x = a x = 2a
01 31 4 0 41 10 16
51 1 0 52 13 48 61 7 80
62 13 96 63 25 144 71 1 0
72 −2 112 73 10 160 74 7 224
75 25 288 76 25 336 77 31 416
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Knot x = a x = 2a Knot x = a x = 2a Knot x = a x = 2a
81 −2 160 82 1 240 83 13 288
84 −2 352 85 −8 384 86 25 528
87 13 480 88 13 624 89 25 576
810 16 672 811 28 720 812 37 816
813 22 832 814 37 960 815 40 1104
816 25 1152 817 49 1296 818 64 1936
819 −8 −48 820 −8 96 821 16 240

Knot x = a x = 2a Knot x = a x = 2a Knot x = a x = 2a
91 4 0 92 7 224 93 1 336
94 7 416 95 1 528 96 4 720
97 13 816 98 1 960 99 13 960
910 31 1088 911 7 1040 912 22 1216
913 22 1360 914 10 1360 915 31 1520
916 16 1536 917 7 1472 918 37 1680
919 25 1680 920 13 1632 921 34 1840
922 10 1792 923 28 2016 924 40 1968
925 34 2224 926 37 2160 927 37 2352
928 40 2544 929 4 2544 930 46 2752
931 49 2976 932 49 3408 933 61 3648
934 67 4688 935 −14 720 936 −2 1312
937 34 2016 938 52 3264 939 46 3040
940 70 5536 941 −2 2416 942 −14 64
943 −14 112 944 −2 304 945 10 544
946 −11 80 947 13 656 948 37 704
949 34 640

Knot x = a x = 2a Knot x = a x = 2a Knot x = a x = 2a
31#31 16 64 31#31#31 10 704 31#31#31#31 40 6528
31#41 22 208 41#41 28 608

For knots of at most 10 crossings as well as small links we use the notations in Rolfsen’s
book, see [19]. For knots of 11 crossings we use the notation of the KnotScape software, and
give at the same time a braid description in order not to avoid possible ambiguities. It can be
checked that the knots 82 and 11373, the latter one being the braid closure of 1̄21̄23̄3̄4̄2234̄4̄,
have the same Alexander polynomial, but both invariants distinguish them (and so do the
Homfly polynomial). The knots 1041 and 1094 have the same Jones polynomial, but our
invariant for x = 2a distinguishes them (4992 on 1041, 4896 on 1094), while we get 25 on both
for x = a. We did not manage to find a pair of knots with the same Homfly invariant wich
are distinguished by at least one of our two invariants. On the 11-crossings knots 11280 and
11439 with the same Kauffman polynomials, which are the braid closures of 1121̄23̄2̄12̄2̄34̄34̄
and 1̄1̄221̄21̄23̄23̄, our invariants for x = a are 85 and 82, and for x = 2a they are 22176 and
22048. On the other hand, we computed our invariants on Kanenobu’s example of 4 distinct
knots, presented as the closure of 3-braids, with the same Homfly and Kauffman polynomial,
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see [10], example at the end of §3; our invariants cannot distinguish them, getting as value
84 for x = a and 734157650613659985 for x = 2a. One possibility is therefore that these
invariants both depend on the HOMFLY polynomial, in a way still to be discovered.

Rolfsen Braid x = a x = 2a Name
22

1 1̄1̄ 3a 0 Hopf link
42

1 32̄12̄3̄2̄1̄2̄ 6a 16a Solomon’s knot
52

1 2̄12̄12̄ 15a 48a Whitehead link
62

3 32̄12̄32̄1̄2̄ 21a 128a
73

1 32̄1̄232̄12̄3 9 9
63

2 21̄21̄21̄ 33 225 Borromean link
63

3 21̄212̄1 −3 21
84

1 54̄3̄214̄324̄34̄5̄4̄3̄2̄1̄2̄34̄ 6 61
84

2 543̄21432434̄5̄4̄3̄2̄1̄2̄34 0 −3 Whitehead link

References

[1] J. Birman, H. Wenzl, Braids, link polynomials and a new algebra, Trans. Amer. Math. Soc. 313
(1989), 249-273.
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