
RANDOMIZED SIMPLICIAL SETS

IVAN MARIN

ABSTRACT. We construct new geometric realizations of simplicial and pre-simplicial sets where the standard
n-simplex, viewed as the space of probability measures on n + 1 elements, is replaced by the space of (n + 1)-
valued random variables, with the topology of probability convergence. We prove that the map which associates
to a random variable its probability law is an homotopy equivalence from these new geometric realizations to
the classical ones. Finally, we prove that this realization provides a new Quillen equivalence between simplicial
sets and topological spaces.
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1. INTRODUCTION AND MAIN RESULTS

1.1. Context. We continue the exploration of Simplicial Random Variables, as initiated in [16]. The ob-
servation at the starting point of [16] was that the usual geometric realization || of a simplicial complex
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 is given by the collection of all the probability measures on a vertex set S whose support provides a face
of the simplicial complex. Of course the usual topology of this geometric realization is the weak topology,
which is not that natural in the realm of measure theory, but Dowker’s theorem tells us that the choice of
topology is not that relevant in terms of homotopy theory, and that one can choose a metric topology instead.
Then, from the viewpoint of probability theory, a natural object living above this geometric realization is
the (metric) space L() ⊂ L1(Ω, S) of random variables with values in the vertex set S whose essential
image is a face of. Here (Ω, �) is an atomless (complete) probability space, the chosen metric onL1(Ω, S)
is d(f, g) = ∫ d(f (t), g(t))d�(t), where S is endowed with the discrete metric d(x, y) = 1 − �x,y. When
S is finite, the underlying topology of L1(Ω, S) corresponds to the concept of convergence in probability
of a sequence of random variables. We proved in [16] that this space has the same homotopy type as the
ordinary realization, and that the natural ‘probability law’ map L() → || is a Serre fibration and a ho-
motopy equivalence. Therefore these spaces of random variables provide alternative constructions for the
geometric realization of the simplicial complex .

These alternative constructions have the following merit. Given a vertex set S, and  a simplicial
complex with vertices inside S, then a free action of group G on S does not in general induce a free action
on ||, but it does provide a free action on L().

As a consequence, if G is an arbitrary group, then one can consider with new eyes the obvious candidate
for a universal simplicial complex being acting upon by G, the full collection G = ∗f (G) of non-empty
finite subsets of G. The induced action of G on |G| is not free, thus preventing the construction of a
classifying space for G as |G|∕G. But the induced action of G on L(G) is free, providing an easy
construction of a classifying space for G, as L(G)∕G = L1(Ω, G)∕G. The properties of this construction
have been studied separately in detail in [15].

1.2. Constructions and results. Here we consider the other standard concept of simpliciality, namely sim-
plicial sets. Replacing in each case the n-simplex Δn, again considered as a space of probability measures,
by the space of ▿n of random variables with values in {0,… , n} yields new realizations of these simplicial
sets as spaces of simplicial random variables.

In order to be more precise, we first recall the basic concepts in the realm of simplicial sets. We let Top
be a convenient category of topological spaces containing the metrizable ones, for instance the category
of weakly Hausdorff and compactly generated topological spaces, and Set the category of sets. In our
conventions, compact (and paracompact) spaces are Hausdorff. We denote � the category with objects the
[n] = {0,… , n}, n ∈ Z≥0 and (weakly) increasing maps as morphisms. A simplicial set is a contravariant
functor F ∈ Fun(�op,Set), or equivalently a graded set F =

⨆

n≥0 Fn with Fn = F ([n]), equiped with an
action on the right of the category �. The elements of Fn are called the n-simplices of F .

The usual geometric realization has been defined by Milnor [22] as follows. Let Δn = {(x0,… , xn) ∈
[0, 1]n;

∑

i xi = 1} endowed with the product topology of [0, 1]n. It defines a (covariant) functor Δ ∶ � →
Top via Δ([n]) = Δn and, for � ∈ Hom�([n], [m]),

Δ(�) ∶ (x0,… , xn)↦
⎛

⎜

⎜

⎝

∑

j∈�−1(i)

xj
⎞

⎟

⎟

⎠i=0,…,m

.

From this functor, the geometric realization |F | is classically defined as the quotient space ofE =
⨆

n
(

Fn × Δn
)

with Fn = F ([n]) considered as a discrete topological space, by the equivalence relation ∼ generated by
the relations (��, a) ∼ (�,Δ(�)(a)), for � ∈ �. It is a functor |.| ∶ sSet → Top admitting for right adjoint
the singular functor X ↦ Sing(X) with Sing(X)n equal to the set of maps Δn → X. It can be seen as the
colimit of the functor Δ◦DF ∶ CF → �, where CF is the category of simplices of F (see [8] §4.2) and
DF ∶ CF → � the forgetful functor.

Now set ▿n = L1(Ω, [n]) considered as a (paracompact) topological space, with topology defined by
convergence in probability, or equivalently as the underlying topology of the L1 metric. We introduce the
probability-law map pn ∶ ▿n → Δn, mapping f ∈ ▿n to (�(f−1(i)))i=0,…,n ∈ Δn. The first statement
suggesting that these concepts of probability theory are well adapted to the topological simplicial context
is the following one.
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Proposition 1.1. The map n ↦ ▿n extends to a functor � → Top, and the (pn)n≥0 define a natural trans-
formation ▿ ⇝ �.

Proof. For � ∶ [n]→ [m], the map▿(�)maps f ∈ ▿n = L1(Ω, [n]) to �◦f ∈ L1(Ω, [m]) = ▿m. Moreover,
for f, g ∈ ▿n, we have

d (▿(�)(f ),▿(�)(g)) = ∫ d (�◦f (t), �◦g(t)) ⩽ ∫ d (f (t), g(t)) = d(f, g)

which proves that ▿(�) is 1-Lipschitz and in particular continuous. The property ▿(�◦�) = ▿(�)◦▿(�) is
clear, hence ▿ defines a functor �→ Top.

In order to prove that n ↦ pn is a natural transformation, we need to compare the elements pm◦▿(�)(f )
and Δ(�)◦pn(f ) of Δm for � ∈ Hom�([n], [m]) and f ∈ ▿n. For i ∈ [m], we have

(pm◦▿(�)(f ))i = �((�◦f )−1(i)) = �(f−1(�−1(i))) =
∑

j∈�−1(i)

�(f−1(j))

while
(Δ(�)◦pn(f ))i = Δ(�)((�(f−1(j)))j=0,…,n)i =

∑

j}∈�−1(i)

�(f−1(j))

and this proves the claim. �

From this, the realization L(F ) of F as a random variable space functorially associates to F the quotient
of

⨆

n
(

Fn × ▿n
)

by the equivalence relation ∼ generated by the relations (��, a) ∼ (�,▿(�)(a)), for � ∈ �.
Although ▿n is not locally compact, the topology of L(F ) has the same degree of tameness as |F | : it
is paracompact, compactly generated and perfectly normal (see Proposition 3.7). As in the classical case,
L(F ) can be seen as the colimit of the functor▿◦DF ∶ CF → Top. By the general machinery (see e.g. [18],
[13]) this functor L ∶ sSet → Top obviously admits a right adjoint X ↦ SingRV (X) with SingRV (X)n
equal to the set of maps ▿n → X.

Moreover, the natural transformation p ∶ ▿ ⇝ Δ immediately provides a map pF ∶ L(F ) → |F | and
commutative diagrams

HomTop(|F |, X)

��

oo // HomsSet(F ,SingX)

��
HomTop(L(F ), X) oo // HomsSet(F ,SingRVX)

Our first main result is the following one.

Theorem 1.2. (see Theorem 3.1 and Section 5.1) For F a simplicial set, the probability-law map pF ∶
L(F ) → |F | is an homotopy equivalence. In particular, L(F ) has the homotopy type of a CW-complex.
For X a topological space, SingRVX is a Kan complex.

Let M denote the subcategory of � such that HomM([n], [m]) is the set of injective applications inside
Hom�([n], [m]). The elements of HomM([n], [m]) are called face maps.

The elements of psSet = Fun(Mop,Set) are called pre-simplicial sets (other common terminologies:
semi-simplicial sets, Δ-sets). In particular, to each pre-simplicial set F can be associated a geometric
realization ‖F‖ defined as the quotient of

⨆

n
(

Fn × Δn
)

by the equivalence relation ∼ generated by the
relations (��, a) ∼ (�,Δ(�)(a)), for � ∈M.

As before, we can construct the quotient L(F ) of
⨆

n
(

Fn × ▿n
)

by the equivalence relation generated
by (��, a) ∼ (�,▿(�)(a)), for � ∈ M. Again, the natural transformation p ∶ ▿ ⇝ Δ immediately provides
a probability-law map pF ∶ L(F )→ ‖F‖. Our second main result is the following one.

Theorem 1.3. (see Theorem 4.1) For F a pre-simplicial set, the probability-law map L(F ) → ‖F‖ is an
homotopy equivalence. In particular, L(F ) has the homotopy type of a CW-complex.

In this case, we are able to construct an explicit homotopy, which we will use in exploring the homotopic
properties of the construction on simplicial sets (for instance in the proof of Theorem 1.7 below).

Finally, recall that if  is a simplicial complex over a totally ordered set S of vertices, then one can
associate to it a simplicial set S and a pre-simplicial setM (see Section 5.2). The next result says that
the constructions of this paper are compatible with the constructions of [16] in this case.
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Theorem 1.4. (see Section 5.2) Let  be an ordered simplicial complex. Then L(S) and L(M) are
homeomorphic, and L(S), L() and || are homotopically equivalent.

Comparing the above results with the results of [16] for simplicial complexes, this suggests the following
conjecture.

Conjecture 1.5. The maps L(F )→ |F | and L(F )→ ‖F‖ Hurewicz fibrations.

We then prove that this new adjunction L ∶ sSet ⇆ Top ∶ SingRV is well-behaved with respect to
homotopy. Our first result in this direction compares the homotopy types of SingX and SingRVX.

Theorem 1.6. (see Theorem 6.4) ForX a topological space, the natural map |SingX| → |SingRVX| is an
homotopy equivalence. In particular, |SingRVX| and X have the same weak homotopy type.

Thus the natural map SingX → SingRVX is a weak homotopy equivalence inside sSet. If SingX is
viewed as the ∞-groupoid �≤∞X of X, then SingRVX provides another construction for it. More con-
cretely, this Theorem implies in particular that the induced morphism ZSingX → ZSingRVX of simplicial
abelian groups is also a weak equivalence (see [11] Proposition III 2.16), so that the obvious ‘randomized
singular chain complex’ of X, constructed in the same way as the classical singular chain complex by re-
placing the collection of all maps Δn → X with the collection of all maps ▿n → X, has for homology the
classical singular homology of X.

Then, we endow Top with M. Cole’s more flexible version of the standard (Quillen) model category
structure. The homotopy equivalences for this structure are the usual weak homotopy equivalences. The
classical functors |∙| and Sing together provide a Quillen equivalence between this structure and the standard
model structure on sSet. We get the following ‘randomization’ of this classical result.

Theorem 1.7. (see Theorem 7.1) The functors L ∶ sSet → Top and SingRV ∶ Top → sSet provide a
Quillen equivalence between sSet and Top. In particular they induce an equivalence of categories between
the corresponding homotopy categories.

Acknowledgements. I thank S. Douteau and D. Chataur for useful discussions. I thank especially D.
Chataur for his help in the proof of Theorem 1.6.

2. PRELIMINARIES ON MEASURE ALGEBRAS

In the paper, Ω is a atomless (complete) probability space. It admits a measure algebraM, defined (see
[7]), as the collection of all measurable sets modulo neglectable ones, with the operations of intersection
∩ and symmetric difference Δ, together with the measure map � ∶ M → [0, 1]. It is naturally endowed
with a metric d(X, Y ) = �(XΔY ), so that as a metric space it is naturally isomorphic to ▿2. The atomless
condition implies, thanks to Sierpinsky’s theorem ([24]), that there exists an exhaustion map t ↦ Ωt, which
is a continuous map [0, 1] → M such that t1 ≤ t2 ⇒ Ωt1 ⊂ Ωt2 and �(Ωt) = t = t�(Ω). We fix this
exhaustion map once and for all. When Ω is a standard probability space, one can identify Ω with [0, 1]
endowed with the Lebesgue measure and set Ωt = [0, t].

The following useful technical results were proven in [16], under the unnecessary assumption that Ω is
standard. More generally, all the results of [16] are true without this assumption, with essentially the same
proofs (with the exhaustion map replacing the choices of intervals). The suspicious reader may however
impose this additional assumption that Ω is standard on the current paper as well. Hopefully the detailed
proofs for the statements of [16] in this more general setting will appear in [17].

The first useful map constructed in [16] is the following one. It is a continuous map g ∶M×[0, 1] → M
such that

(1) for every A ∈M, u ∈ [0, 1], g(A, 0) = A, �(g(A, u)) = �(A)(1 − u)
(2) for every A ∈M, 0 ≤ u ≤ v ≤ 1, g(A, u) ⊃ g(A, v)
(3) setting ǧ(A, u) = g(A, 1−u), so that �(ǧ(A, u)) = u�(A), we have ǧ(A, uv) = ǧ(ǧ(A, u), v) for every

A ∈M and u, v ∈ [0, 1].
(4) for every u, v ∈ [0, 1], g(Ωv, u) = Ωv ⧵Ωuv
(5) for all E, F ∈M and u, v ∈ [0, 1],

� (g(E, u)Δg(F , v)) ≤ 4�(EΔF ) + |v − u|max(�(E), �(F )) ≤ 4�(EΔF ) + |v − u|
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This map is constructed in [16], Lemma 6. The additional statements we provide here are proven in the
course of the proof of the Lemma given there.

From this map, we can immediately build two other useful ones.
(1) Setting h(A, u) = cg( cA, u), one gets a continuous companion map h ∶M× [0, 1]→ M such that

h(A, 0) = A, h(A, 1) = Ω, �(h(A, u)) = u + (1 − u)�(A) and h(A, u) ⊂ h(A, v) for all A and u ≤ v.
Moreover it satisfies h(Ωt, u) = Ωu+(1−u)t and

� (h(E, u)Δh(F , v)) ≤ 4�(EΔF ) + |v − u|

for all E, F ∈M and u, v ∈ [0, 1].
(2) The map (t, A) ↦ tA = ǧ(A, t) provides a topological ‘retracting’ action of the monoid [0, 1] (for

the multiplication law) on M, that is t1(t2A) = (t1t2)A, with the property that �(tA) = t�(A).
A third, more elaborate map is constructed in [16] from g. ForX a topological space, let us denote P(X)

the path spacemade of continuous maps [0, 1]→ X endowed with the compact-open topology. Then, there
is a continuous map

Φ ∶ P([0, 1]) × P(M) ×M → P(M)
mapping (q, E∙, A) to B∙, so that

∙ if A ⊂ E0 and q(0)�(E0) = �(A), then B0 = A
∙ for all u ∈ [0, 1], Bu ⊂ Eu and �(Bu) = q(u)�(Eu)
∙ if q and E∙ are constant maps, then so is B∙

Informally this says that, when E∙ ∈ P(M) is a path inside M with A ⊂ E0, then we can find another
path B∙ ∈ P(M) such that Bu ⊂ Eu for every u, and the ratio �(B∙)∕�(E∙) follows any previously specified
variation starting at �(A)∕�(E0) – and, moreover, that this can be done continuously.

The map is constructed as follows. We extend by constants the map ǧ ∶M×[0, 1]→ M so that to define
a continuous map M × R → M. We have ǧ(A, t) = ǧ(A, 1) = A for every t ≥ 1, and ǧ(A, t) = ǧ(A, 0) = ∅
for every t ≤ 0. Then, setting a(u) = q(u)�(Eu), the image of (q, E∙, A) is defined by the formula

u↦ ǧ
(

A ∩ Eu,
a(u)

�(A ∩ Eu)

)

∪ ǧ
(

Eu ⧵ A,
a(u) − �(u)
�(Eu ⧵ A)

)

A detailed elementary proof that this map is indeed continuous can be found in [16] (see Proposition 5
there).

Finally, we notice that the topological space ▿n depends only on the measure algebra M, as it can be
defined as

▿n = {A = (Ak)k=0..n ∈Mn+1
| i ≠ j ⇒ Ai ∩ Aj = 0 &

n
∑

k=0
�(Ak) = 1}

the correspondance with the description of f ∈ ▿n as a map f ∶ Ω → [n] being given by Ak = f−1(k).
Therefore, our construction L(F ) depends only on M, and not on the probability space Ω itself. As a
consequence, fromMaharam’s theorem (see e.g. [7] ch. 33), we could assume w.l.o.g. thatΩ is a countable
union of (renormalized) probability spaces of the form {0, 1}� with the � infinite cardinals. We shall not
need this fact, though, in the course of our proofs.

Another remark is that all the constructions made here make sense ifM is replaced by any subalgebra of
M containing the subsets Ωt, t ∈ [0, 1] : typically, from the construction in [16], we get immediately that
the set g(A, u) belongs to the subalgebra generated by theΩt and A. As an example of such a subalgebra, in
the case whereM =M([0, 1]) is the measure algebra of the unit interval and the exhaustion map is the map
t ↦ [0, t], the algebra M could be replaced by any subalgebra containing the unions of any finite number
of open (or closed) intervals of [0, 1]. Therefore, all the results of the present paper remain valid if, in the
above definition of ▿n, the algebraM is replaced by any of these subalgebras.

3. SIMPLICIAL RANDOM VARIABLES

The purpose of this section is to prove the following theorem.

Theorem 3.1. The probability-law map L(F )→ |F | is a homotopy equivalence.
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In order to prove it, we first need to prove that L(F ) has similar structural properties as |F |, so we need
to browse the proofs describing the structure of |F | as they appear in standard textbooks and prove that they
can be adapted to L(F ) (without, in particular, using the theory of CW-complexes). We use [8] for this
purpose throughout.

We fix some F ∈ sSet, and let F #n ⊂ Fn the collection of non degenerate simplices, that is the ones not
inside Fn−1.� for some � ∈ �. Recall that |F | is a quotient of the subspace

⨆

F #n × Δn ([8] cor. 4.3.2)
and that it is a CW-complex ([8], Theorem 4.3.5), the n-cells being given by the {x} × Δn ≃ Δn ≃ Bn for
x ∈ F #n with attaching maps cx ∶ Δn → |F | mapping u ∈ Δn to the class of (x, u).

For technical purposes, we need to introduce standard subcategories of �. We letM (resp. E) denote the
subcategory of � such that HomM([n], [m]) (resp. HomE([n], [m])) is the set of injective (resp. surjective)
applications inside Hom�([n], [m]). The elements of HomM([n], [m]) are called the face maps and the
elements of HomE([n], [m]) are called the degeneracy maps.

We first notice that the composition of the functor ▿ ∶ � → Top with the forgetful functor Top → Set
provides a cosimplicial set, which is immediately checked to have the Eilenberg-Zilber property. Recall
from e.g. [8] Proposition 4.2.6 that this property means ∀x ∈ ▿0 ▿(�0)(x) ≠ ▿(�1(x)) with {�0, �1} =
Hom�([0], [1]), and has for consequence that every element of L(F ) admits a unique representative of the
form (�, a) with � ∈ F #n and a an interior point of ▿n (that is, a point not inside the image of ▿(�) for
� ∶ [m]→ [n], m < n). This representative is called the minimal representative.

3.1. The boundary and interior of▿n. Recall from [16] that to every simplicial complex one associates
the metric space L(), defined as a subspace of L1(Ω, S) for S =

⋃

 the union of all the elements of ,
that is its vertex set. This subspace is made of the (up to neglectability, measurable) maps f ∶ Ω →

⋃


such that f (Ω) ∈ , where

f (Ω) = {s ∈ S | �(f−1(s)) > 0}
is what is called the essential image of f . In this context, Δn = |∗f ([n])| and ▿n = L(∗f ([n])), where
∗f (S) denotes the collection of all nonempty finite subsets of the set S.

For any simplicial complex , let us consider the set max of its maximal elements. Then it is easily
checked that ) =  ⧵ max is a simplicial complex as well. We set )▿n = L()∗f ([n])) = L(∗f ([n]) ⧵
{[n]}) and

▿◦
n = ▿n ⧵ )▿n = {f ∈ L1(Ω, [n]); f (Ω) ⊊ [n]}.

It is easily checked that ▿◦
n is equal to the interior of ▿n in the sense of the cosimplicial set ▿ as defined

above.
We can now notice the following properties of ▿, whose easy proofs are left to the reader. Part (3) can

be proved either directly or, applying p ∶ ▿ ⇝ Δ, immediately deduced from the classical case.

Lemma 3.2.
(1) For every S ∈ E, the map ▿(S) maps interior points to interior points.
(2) For every D ∈M, the map ▿(D) is a closed map.
(3) If � ∈ Hom�([m], [n]) and a ∈ ▿◦

m, then ▿(�).a determines �.

Together with the Eilenberg-Zilber property, part (1) of the lemma has the following easy consequence.
Let (�, b) ∈

⨆

Fn × ▿n having (�, a) for minimal representative. We have b = ▿(D).a′ for some D ∈ M
and some interior point a′ by the Eilenberg-Zilber property, hence (�, b) ∼ (�.D, a′); now, �.D = �′.S for
some S ∈ E and �′ ∈ F #, so that (�.D, a′) = (�′.S, a′) ∼ (�′,▿(S).a′). But since a′ is an interior point
so is ▿(S).a′ and (�′,▿(S).a′) is the unique minimal representative, which proves �′ = �, a = ▿(S).a′. In
particular we have D ∈M and S ∈ E such that �.D = �.S.

By [16] we know that the probability-law map provides a Hurewicz fibration )▿n = L()∗f ([n])) →
|)∗f ([n])| = )Δn with homotopically trivial fiber (consider the preimage of a vertex of )Δn), which is an
homotopy equivalence. SinceΔn is homeomorphic to a n-sphere, we get that )▿n has the (strong) homotopy
type of a n-sphere. Moreover, )▿n is equal to the preimage of )Δn under the probability-law map.

3.2. The cofibration )▿n → ▿n. The purpose of this section is to prove the following.

Proposition 3.3. The inclusion map )▿n → ▿n is a closed cofibration.
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∙

∙

∙

FIGURE 1. The cofibration )Δn ↪ Δn

As )▿n is a closed subset of ▿n, in order to prove the proposition we need (see e.g. [8], Proposition
A.4.1 p.250) to construct a retract ▿n × I → (▿n × {0}) ∪ (()▿n) × I) of the reverse natural inclusion, with
I = [0, 1].

We first follow the classical geometric receipe ([8], p. 7-8) for proving that the inclusion of the n-sphere
inside the (n+1)-ball is a closed fibration, except that we do it on the n-simplex (see Figure 1). For this we
construct a retract Δn × I → (Δn × {0}) ∪ (()▿n) × I) of the natural inclusion in the other direction. The
elements of Δn × I are the (u; a) ∈ Δn × I for u = (u0,… , un) with ui ≥ 0 and

∑

ui = 1. The line from
(v; 2) to (u; a) with v = (vi)i=0..n and vi =

1
n+1 crosses (Δn × {0}) ∪ (()Δn) × I) at exactly one point. The

corresponding (continuous) map from Δn × I is explicitely given by the following formulas

(u; a) ↦ ( 1
2−a (2ui −

a
n+1 )i=0,…,n; 0) if a ≤ 2(n + 1)m(u)

(( ui−m(u)
1−(n+1)m(u) )i=0,…,n;

a−2(n+1)m(u)
1−(n+1)m(u) ) if a ≥ 2(n + 1)m(u)

where m(u) = min(u0, u1,… , un).
We nowwant to lift the mapΔn×I → (Δn×{0})∪(()Δn)×I) to a map▿n×I → (▿n×{0})∪(()▿n)×I).

For this we use the following result from [16] (Proposition 4.4 and Remark 4.5).

Proposition 3.4. Let X be a topological space. Then the probability-law map pn ∶ ▿n → Δn has the
homotopy lifting property w.r.t. X, that is, for any (continuous) mapsH ∶ X × [0, 1] → Δn, ℎ ∶ X → ▿n
such that pn◦ℎ = H(∙, 0), there exists a map H̃ ∶ X × [0, 1] → ▿n such that pn◦H̃ = H and H̃(∙, 0) = ℎ.
Moreover, for any x ∈ X such thatH(x, ∙) is constant, then so is H̃(x, ∙).

We then start from the map f ∶ Δn×[0, 1] → (Δn×{0})∪()Δn×I) ⊂ Δn×I constructed above and we
consider the projection map p1 ∶ Δn × I → Δn as well as the composed map p1◦f = f 1 ∶ Δn × I → Δn.
Let us consider the probability-law map pn ∶ ▿n → Δn and set H = f 1◦(pn × Id) ∶ ▿n × I → Δn. We
have H(x, t) = p1(f (pn(x), t)), and H(x, 0) = p1(f (pn(x), 0)) = pn(x) = pn(ℎ(x)) for ℎ = Id▿n . Applying
Proposition 3.4 with X = ▿n, we get H̃ ∶ ▿n × [0, 1] → ▿n such that pn◦H̃ = H and H̃(∙, 0) = ℎ = Id▿n .
Moreover, for any x ∈ )▿n, since f 1(pn(x)) = pn(x) we get that H(x, ∙) = f 1(pn(x), ∙) is constant, since
f 1(y, t) = y for all y ∈ )Δn. This yields H̃(x, t) = H̃(x, 0) = ℎ(x) = x for all x ∈ )▿n, t ∈ I . Let us now
consider ' = �2◦f ∶ Δn × [0, 1] → I where �2 is the second projection and setΨ(x, t) = (H̃(x, t), '(x, t)).
This defines a continuous mapΨ ∶ ▿n×I → ▿n×I such that pn×Id◦Ψ coincides with f . As a consequence
it takes values inside

(▿n × {0}) ∪ (()▿n) × I) = (pn × Id)−1
(

(Δn × {0}) ∪ (()Δn) × I)
)

and it makes the following diagram commute, where the vertical maps are restrictions of pn × Id.

▿n × I //

��

(▿n × {0}) ∪ (()▿n) × I)

��
Δn × I // (Δn × {0}) ∪ (()Δn) × I)
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It remains to prove thatΨ is the identity both on▿n×{0}, which is clear becauseΨ(x, 0) = (H̃(x, 0), '(x, 0)) =
(ℎ(x), 0) = (x, 0), and on ()▿n) × I , which holds true because '(x, t) = t and H̃(x, t) = H̃(x, 0) = x when-
ever x ∈ )▿n. This concludes the proof of Proposition 3.3.

3.3. Preliminaries on attachments. In the remaining part of this section we adopt the point of view of a
simplicial set G as a graded set

⨆

nGn endowed with a right action of the category �. A simplicial subset
of G is a simplicial set D =

⨆

nDn with Dn ⊂ Gn such that the inclusion D ⊂ F is a simplicial map.
We briefly recall the definition of a simplicial attachment (see [8] p. 144). LetA andG be two simplicial

sets, and D a simplicial subset of G. That is, D is a simplicial set
⨆

nDn with Dn ⊂ Gn and the inclusion
maps Dn → Gn commute with the face and degeneracy maps. Moreover, let f ∶ D → A be a simplicial
map. In order to avoid confusions, we temporarily denote x ⋆ � the action of � ∈ � on x ∈ Gn. From this
the simplicial attachement F is such that Fn = An ⊔ (Gn ⧵Dn) and, for any � ∈ Hom�([n], [m]) and x ∈ Fn,
we define �.x from the action of � on A if x ∈ An, from the action ⋆ on G if x ∈ Gn ⧵Dn and x.� ∉ Dm,
and finally as fm(x ⋆ �) if x.� ∈ Gn ⧵Dn and x ⋆ � ∈ Dm. Checking that this construction is well-defined
is straightforward.

Now, we recall from e.g. [8] Corollary 4.2.4 that the n-skeleton F n of a simplicial set F is obtained from
its (n − 1)-skeleton by attaching the simplicial set

⨆

x∈F #n
Δx, where Δx is a copy of the simplicial set Δn,

via the simplicial map
⨆

x∈F #n
'x with 'x ∶ )Δx → F n−1 given by 'x(�) = x� where the simplicial set

)Δn is by definition the (n − 1)-skeleton of Δn.

3.4. Properties of the functorL ∶ sSet → Top. LetF ,G two simplicial sets, and f ∶ F → G a simplicial
map. This means that f is a collection of maps fn ∶ Fn → Gn commuting with the right action of the
category �, in the sense that, for every � ∈ Hom�([n], [m]) and � ∈ Fn, we have fm(�.�) = fn(�).�. It
induces continuous maps f̂n = fn×Id▿n ∶ Fn×▿n → Gn×▿n. For � ∈ Hom�([n], [m]) and (�, a) ∈ Fn×▿n
we have

f̂m(�.�, a) = (fm(�.�), a) = (fn(�).�, a) ∼ (fn(�),▿(�)(a)) = f̂n(�,▿(�)(a))

hence
⨆

n f̂n induces a continuous mapL(f ) ∶ L(F )→ L(G), and clearlyL(f◦g) = L(f )◦L(g),L(IdF ) =
IdL(F ). Therefore L defines a functor L ∶ sSet → Top.

The composite of ▿ with the forgetful functor V ∶ Top → Set is a cosimplicial set, and clearly
V ◦L(F ) = F ⊗ V ◦▿ with the notations of e.g. [8]. Moreover, it is immediately checked that V ◦▿ has the
Eilenberg-Zilber property, and therefore V ◦L preserves and reflects monomorphisms ([8], corollary 4.2.9).
In particular, if D is a simplicial subset of G, then the induced map L(D)→ L(G) is injective.

As in the classical case, we have the following property.

Lemma 3.5. If G is a simplicial subset of the simplicial set F , then the natural map L(G)→ L(F ) embeds
L(G) as a closed subset of L(F ).

Proof. Let ȳ ∈ L(G) and x̄ its image in L(F ). There exists unique minimal representatives of x̄ and ȳ
inside

⨆

n Fn × ▿n and
⨆

nGn × ▿n, respectively. Since G# ⊂ F # they are the same, and this implies that x̄
determines ȳ, whence L(G) ⊂ L(F ).

Let now C be a closed subset of L(G), q ∶
⨆

Fn × ▿n → L(F ) the natural projection map, and C� =
q−1(C) ∩ {�} ×▿n for each � ∈ Fn. We need to prove that each C� is closed. This is clear when � ∈ G, so
we assume otherwise, and consider (�, y) ∈ C� . Then y = ▿(D).y0 for some interior point y0 and D ∈M,
and �.D = �.S for some S ∈ E and � ∈ F #. Then

(�, y) = (�,▿(D).y0) ∼ (�.D, y0) = (�.S, y0) ∼ (�,▿(S).y0)

and � is non-degenerate, ▿(S).y0 is interior (Lemma 3.2 (1)) , hence (�,▿(S).y0) is the minimal represen-
tative in the class, which implies � ∈ G. Then �.D = �.S ∈ G and y = Δ(D).y0 with (�.D, y0) ∈ C�.D.
This implies

C� =
⋃

D∈M
�.D∈G

▿(D)(C�.D).

Now, each C�.D is closed, each ▿(D) is a closed map (Lemma 3.2 (2)) and the collection of all Δ ∈M that
can be applied to � is finite, whence C� is closed. �
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We show that, when F is a simplicial set, then L(F ) can be constructed as a limit of successive attach-
ments. Notice that, because of Proposition 3.3, the natural maps F #n × )▿n → F #n × ▿n implied in the
attachment are closed cofibrations.

Proposition 3.6. Let F be a simplicial set, then (L(F (n)))n≥0 is a filtration of L(F ) which determines the
topology of F . Moreover, for every n,

L(F (n)) = L(F (n−1)) ∪L(')
⎛

⎜

⎜

⎝

⨆

x∈F #n

▿x

⎞

⎟

⎟

⎠

.

where ' ∶
⨆

x∈F #n
)Δx → F (n−1) is the simplicial attaching map, and the natural map

⨆

n F
#
n ×▿n → L(F )

is a quotient map.

Proof. This statement is adapted from the classical analogous statement for the geometric realization func-
tor, so we need to check that the classical proof uses only properties of the cosimplicial space [n] ↦ Δn
(that we still denote �) that are also satisfied by the cosimplicial space [n] ↦ ▿n (that we still denote L).
For this we follow the steps described in [8], §4.3. First of all, since the cosimplicial set L also has the
Eilenberg-Zilber property, then any element of the tensor product F ⊗ L = L(F ) can be represented by
a unique so-called minimal pair ([8], Proposition 4.2.7). At the set-theoretical level this implies (see [8],
Proposition 4.3.3) that every element of L(F ) has a unique representative of the form (�, a) with � a non-
degenerate simplex of F of some dimension n, and a ∈ ▿n ⧵ )▿n, and also that, for f a simplicial map,
f is injective iff L(f ) is injective. Moreover, the topology of L(F ) is the final topology w.r.t. the family
of maps cx ∶ ▿n → L(F ), induced by a ↦ (x, a) ∈ Fn × ▿n → L(F ) (compare with [8] p. 153). As a
consequence (see [8], Proposition 4.3.1) we get that, if some subset E ⊂

⨆

n Fn generates the simplicial set
F , then L(F ) is a quotient space of the subspace

⨆

n(E ∩ Fn) × ▿n of
⨆

n Fn × ▿n ; in particular, L(F ) is a
quotient space of

⨆

n F
#
n × ▿n.

From this and Lemma 3.5 we can adapt the proof of [8], Theorem 4.3.5. First of all, we get from the
previous point that the L(F (n)) are closed subspaces of L(F ) and form a filtration of it. The fact that the
topology of the space L(F ) is determined by the family (L(F (n)))n∈N has the same proof as for |F | : if a
map f ∶ L(F ) → Z is such that all its restrictions to L(F (n)) are continuous, then so are the composites
f◦cx since any cx factorizes through L(F (n)) → L(F ) for some n ; since L(F ) has the final topology with
respect to the cx, this fact follows. Therefore, we can fix n, and consider F (n) as a simplicial attachment.
Then the proof of Theorem 4.3.5 of [8] can be applied verbatim to our case, and L(F (n)) can be described
as a topological attachment as in the statement. �

From this we get the following result.

Proposition 3.7. For F a simplicial set, L(F ) is paracompact and perfectly normal. It is also compactly
generated.

Proof. Recall that a spaceX is called perfectly normal if every closed subset is the vanishing locus of some
map X → R+. Since discrete spaces and the metrizable spaces F #n × ▿n are perfectly normal, by induction
on n we get from Proposition 3.6 that all the L(F (n)) are perfectly normal (see [8] Proposition A.4.8 (iv)).
Moreover, the embeddings L(F (n))↪ L(F (n+1)) are closed cofibrations (see [8] Proposition A.4.8 (ii)) and
we checked in the proof of Proposition 3.6 that the topology of L(F ) is the topology of the union of the
L(F (n)). From this it follows ([8] Proposition A.5.1 (iv)) that L(F ) is perfectly normal. In particular it is
Hausdorff. In order to prove that it is paracompact, it is by the same arguments enough to check that each of
the L(F (n)) is paracompact ([8] Proposition A.5.1 (v)). By Michael’s theorem ([20], pages 791-792; [21])
this follows by induction on n from Proposition 3.6 and the fact that each of the F #n ×▿n is metrizable hence
paracompact.

We now prove that L(F ) is compactly generated. The fact that each L(F (n)) is compactly generated
follows from the proposition by induction on n (see e.g. [19] ch. 5.2), as F #n ×▿n is (metrizable hence) first
countable hence compactly generated. Since the filtration L(F (n)) determines the topology of L(F ) this
implies that L(F ) is compactly generated.

�
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Remark 3.8. Recall that every subset of a space which is both paracompact and perfectly normal is also
paracompact and perfectly normal ([14] Appendice I Theorem 6), so this property of CW-complexes is also
shared by L(F ).

3.5. Proof of Theorem 3.1. We follow the scheme of the proof of the comparison theorem of [8] Theorem
4.3.20, and adapt it to our case. Let F be a simplicial set. The natural map p(0)F ∶ L(F (0)) → |F (0)| is the
identity map on a disjoint union of points, therefore it is a homotopy equivalence. Let us assume that we
know that the probability-law maps p(k)F ∶ L(F (k)) → |F (k)| for k ≤ n − 1 are homotopy equivalences and
commute with the natural inclusion maps |F (k−1)| ⊂ |F (k)| and L(F (k−1)) ⊂ L(F (k)). By Proposition 3.6
we have a commutative diagram

⨆

x∈F #n
▿n

��

⨆

x∈F #n
)▿n

��

oo // L(F (n−1))

��
⨆

x∈F #n
Δn

⨆

x∈F #n
)Δnoo //

|F (n−1)|

where the vertical maps are homotopy equivalences and the horizontal maps going left are closed cofi-
brations by Proposition 3.3. By the gluing theorem ([8] Theorem A.4.12 and [1] 7.5.7) this implies that
p(n)F ∶ L(F (n)) → |F (n)| is a homotopy equivalence. By induction this proves that p(n)F is a homotopy
equivalence for every n. This provides a commutative ladder of homotopy equivalences (p(n)F )n≥0, thus the
induced map pF ∶ L(F ) → |F | between the union spaces is a homotopy equivalence ([8], Proposition
A.5.11). This concludes the proof of the theorem.

4. PRE-SIMPLICIAL RANDOM VARIABLES

We use [8] and [5] for reference, and recall the notations of the introduction. Recall from Section 3 that
M and E denotes the subcategories of � made of the face and degeneracy maps, respectively. The objects
of psSet = Fun(Mop,Set) are called pre-simplicial sets (or semi-simplicial sets, or Δ-sets).

The categoriesM and E are generated by the elementary face and degeneracy maps, respectively. These
are defined as

Dc
i ∶ [n − 1] → [n] Sci ∶ [n + 1] → [n]

k ↦ k if k < i k ↦ k if k ≤ i
k + 1 if k ≥ i k − 1 if k > i

In particular, the geometric realization ‖F‖ defined in the introduction can also be defined as the quotient
of

⨆

n
(

Fn × Δn
)

by the equivalence relation generated by the (Di�, a) ≈ (�,Dia) where Di = F (Dc
i ) ∶

Fn → Fn−1 and Di = Δ(Dc
i ). Similarly, L(F ) is the quotient of

⨆

n
(

Fn × ▿n
)

by the equivalence relation
generated by the (Di�, a) ≈ (�,Di

RV a) where D
i
RV = ▿(Dc

i ).
In this section we will prove the following

Theorem 4.1. For every pre-simplicial set F , the probability-law map L(F ) → ‖F‖ is an homotopy
equivalence.

Recall from [16] (Proposition 4.1 and its proof) that the probability-law map pn ∶ ▿n → Δn has a
(continuous) section �n ∶ Δn → ▿n characterized by

�n(�)(x) = a if x ∈ Ω∑

u≤a �(u) ⧵Ω
∑

u<a �(u)

for � ∶ [n] → [0, 1] with
∑n
k=0 �(k) = 1. The main theorem will readily follow from the following

proposition, which provides an explicit homotopy equivalence. This will be also used in Section 7.

Proposition 4.2. The composition �n◦pn ∶ ▿n → ▿n is homotopic to the identity map, by an homotopy
Hn ∶ [0, 1] × ▿n → ▿n which commutes with the face maps Di

RV , that is

∀n∀f ∈ ▿n ∀i ∈ [0, n + 1] ∀u ∈ [0, 1]Hn+1(u,Di
RV f ) = D

i
RVHn(u, f )

and such that
∙ pn(Hn(u, f )) = pn(f ) for all f ∈ ▿n, u ∈ [0, 1].
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0

1

f

�n◦pn(f )

0

1

FIGURE 2. Homotopy between �n◦pn and Id▿n

∙ Hn(u, �n(�)) = �n(�) for all � ∈ Δn, u ∈ [0, 1].

The proof of the Theorem then goes as follows. The maps �n, pn andHn for n ≥ 0 together define maps
�̃F ∶ A → B, p̃F ∶ B → A and H̃F ∶ I × B → B with A =

⨆

n Fn × Δn and B =
⨆

n Fn × ▿n. Because
of the compatibility with the face maps, they induce maps �F ∶ ‖F‖ → L(F ), pF ∶ L(F ) → ‖F‖ and
HF ∶ I ×L(F )→ |F |. It is readily checked that p̃F ◦�̃F = Id, hence pF ◦�F = Id. By the proposition,HF
is an homotopy between the identity and �F ◦pF , and this proves the claim.

In the remaining part of this section, we prove Proposition 4.2.

4.1. Homotopy equivalence : definition in the case n = 1.
We use the retracting action (t, A)↦ tA of the topological monoid [0, 1] onM = ▿2 defined in Section

2.
We first consider the case n = 1 and set, for u ∈ [0, 1] and f ∈ ▿1,

Ĥ1(u, f ) = 0 over �0
u+(1−u)�0

h(f−1({0}), u)
= 1 over its complement.

and set H1(u, f ) = Ĥ1(
u
�1
, f ) for u ≤ �1, H1(u, f ) = �1◦p1(f ) = Ĥ1(1, f ) for u > �1, where �k =

�(f−1({k})). ThenH1 ∶ [0, 1] × ▿1 → ▿1 provides an homotopy between f ↦ H1(0, f ) = Ĥ1(0, f ) = f
and f ↦ H1(1, f ) = Ĥ1(1, f ) = �1◦p1(f ). Moreover, p1(H1(u, f )) = p1(f ) since

�
(

�0
u + (1 − u)�0

h(f−1({0}), u)
)

=
�0

u + (1 − u)�0

(

u + (1 − u)�(f−1({0}))
)

= �0

Finally, since h(Ωa, u) = Ωu+(1−u)a we have Ĥ1(u, �1(�)) = �1(�) hence H1(u, �1(�)) = �1(�) for all
� ∈ Δ1 and u ≤ �1.

4.2. Homotopy equivalence : definition in the case of higher n. We then construct an homotopy Hn ∶
[0, 1] × ▿n → ▿n between Id▿n and �n◦pn by induction on n. We use the map Φ of Section 2.

Let f ∈ ▿n with � = pn(f ) ∈ Δn. We denote X = (X0 ⊂ X1 ⊂ …) defined as Xk = f−1({0,… , k})
and x = (x0 ≤ x1 ≤) defined as xk = �0 +⋯ + �k. We set

Enu =
xn−1

u + (1 − u)xn−1
h(Xn−1, u), Ωnu = Ω ⧵ Enu

and, by descending induction, for 2 ≤ k and u ∈ [0, 1],

Ek−1u = Φ
(

xk−2
xk−1

, Ek∙ , Xk−2

)

(u), Ωk−1u = Eku ⧵ E
k−1
u

and Ω0∙ = E
1
∙ .
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From the defining properties of the maps Φ and h we immediately get
∙ For all u, �(Enu ) = xn−1 and �(Ω

n
u) = �n

∙ By induction on k, for all k ≥ 1, �(Ek∙ ) = xk−1
∙ hence , for all k ≥ 0, �(Ωk∙ ) = �k, with Ω

k
0 = f

−1({k}).
∙ For all r < k, Ωru ⊂ Er+1u ⊂ ⋯ ⊂ Eku hence Ωru ∩ Ω

k
u = ∅ and, when u is fixed, the Ωku form a

partition of Ω, as
∑

k �(Ωku ) = 1.
∙ Ωn1 =]xn−1, 1] =]1 − �n, 1]

hence we can define Ȟn(u, f )(t) = k if t ∈ Ωku , and Hn(u, f ) = Ȟn(
u
�n
, f ) for 0 ≤ u ≤ �n, and, for

�n ≤ u ≤ 1,

Hn(u, f )(t) = Hn−1(
u−�n
1−�n

, Ȟn(1, f )[0,1−�n])(
t

1−�n
) for 0 ≤ t ≤ 1 − �n

= n for 1 − �n ≤ t ≤ 1

where Ȟn(1, f )[0,1−�n] ∈ ▿n−1 is defined by

u ↦ Ȟn(1, f )
(

(1 − �n)u
)

.

In the case n = 2, this homotopy is depicted in Figure 2.

We check that Hn(0, f ) = Ȟn(0, f ) = f since Ωk0 = f−1({k}), and, using the induction assumption,
that, for t ≤ 1 − �n, we have

Hn(1, f )(t) = Hn−1(1, Ȟn(1, f )[0,1−�n])(
t

1 − �n
) = �n−1◦pn−1(Ȟn(1, f )[0,1−�n])(

t
1 − �n

)

and, since �(Ωk∙ ) = �k, we know that, for k < n, pn−1(Ȟn(1, f )[0,1−�n])k =
�k
1−�n

hence

�n−1◦pn−1(Ȟn(1, f )[0,1−�n])(
t

1 − �n
) = �n◦pn(f )(t).

Moreover, if t ≥ 1 − �n, thenHn(1, f )(t) = n = �n◦pn(f )(t), whenceHn(1, f ) = �n◦pn(f ).

4.3. Proof of Proposition 4.2 : generalities. We check by induction on n that the maps Hn satisfy the
properties of Proposition 4.2, and first of all that it indeed provides an homotopy from Id▿n to �n◦pn.

For f ∈ ▿n, we have Hn(0, f ) = Ȟn(0, f ) = f , since Ωk0 = f−1({k}). Moreover, using the induction
assumption, we have that, for t ≤ 1 − �n,

Hn(1, f )(t) = Hn−1(1, Ȟn(1, f )[0,1−�n])(
t

1 − �n
) = �n−1◦pn−1(Ȟn(1, f )[0,1−�n])(

t
1 − �n

)

and, since �(Ωk∙ ) = �k, we know that, for k < n, pn−1(Ȟn(1, f )[0,1−�n])k =
�k
1−�n

hence

�n−1◦pn−1(Ȟn(1, f )[0,1−�n])(
t

1 − �n
) = �n◦pn(f )(t).

Finally, if t ≥ 1 − �n, thenHn(1, f )(t) = n = �n◦pn(f )(t), whenceHn(1, f ) = �n◦pn(f ) andHn is indeed
an homotopy from Id▿n to �n◦pn.

We now prove that pn(Hn(u, f )) = pn(f ) for all u ∈ [0, 1]. For u ≤ �n this is clear as pn(Hn(u, f )) =
pn(Ȟn(

u
�n
, f )) = pn(f ) since �(Ωk∙ ) = �k for all k ≥ 1. For u ≥ �n we have pn(Hn(u, f ))n = �n = pn(f )n

and, for k < n,

pn(Hn(u, f ))k = (1 − �n)pn−1(Hn−1(
u − �n
1 − �n

, Ȟn(1, f )[0,1−�n]))k = (1 − �n)pn−1(Ȟn(1, f )[0,1−�n])k = �k

hence pn(Hn(u, f )) = pn(f ) and this proves the claim.
Let us now consider the case f = �n(�), and proveHn(u, f ) = f for every u ∈ [0, 1]. From the property

h(Ωa, u) = Ωu+(1−u)a we get En∙ = Ωxn−1 . From the explicit construction of Φ in Section 2 we get that, for
0 ≤ a ≤ b ≤ 1,
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Φ
(a
b
,Ωb,Ωa

)

(u) = ǧ
(

Ωa ∩ Ωb,
a

�(Ωa ∩ Ωb)

)

= ǧ
(

Ωa,
a
a

)

= Ωa

It follows by descending induction on k that Ek∙ = Ωxk−1 whence Ȟn(u, �n(�)) = �n(�). Clearly then
Hn(u, �n(�)) = �n(�) for u ≤ �n. Letting �k = �k∕(1 − �n) for k < n, we have �n(�)[0,1−�n] = �n−1(�)
hence, for u ≥ �n,

Hn(u, �n(�))(t) = Hn−1(
u − �n
1 − �n

, �n−1(�))(
t

1 − �n
) = �n−1(�)(

t
1 − �n

) = �n(�)(t)

for t ≤ 1 − �n, and Hn(u, �n(�))(t) = n = �n(�)(t) for t > 1 − �n, and we get Hn(u, �n(�)) = �n(�) for all
u, �.

It remains to prove thatHn commutes with the face maps.

4.4. Proof of Proposition 4.2 : face maps. We consider Di
RV ∶ ▿n → ▿n+1 for 0 ≤ i ≤ n + 1 and denote

Êku , Ω̂
k
u the sets Eku , Ω

k
u for Di

RV (f ). We set Bk = f−1([k]), B̂ = (Di
RV f )

−1([k]), �k = �(f−1({k})),
�̌k = �((Di

RV f )
−1({k})), Ak = �(Bk), Âk = �(B̂k). We have Ak = �0 +⋯ + �k, Âk = �̂0 +⋯ + �̂k.

We have �̂k = �k for k ≤ i − 1, �̂i = 0, and �̂k+1 = �k for k ≥ i. Also, B̂0 = B0, . . . , B̂i−1 = Bi−1
and B̂i = B̂i−1 = Bi−1, B̂i+1 = Bi, . . . , B̂n+1 = Bn. As a consequence, Â0 = A0, . . . , Âi−1 = Ai−1 and
Âi = Âi−1 = Ai−1, Âi+1 = Ai, . . . , Ân+1 = An.

We want to prove that

∀n∀i ∈ [0, n + 1] ∀u ∈ [0, 1]Hn+1(u,Di
RV f ) = D

i
RVHn(u, f )

We prove this by induction on n.

For a given n we then prove this by descending induction on i. Therefore we start assuming i = n + 1.
Then Di

RV is the inclusion ▿n ⊂ ▿n+1, and we have �̌n+1 = 0, hence 1 − �̌n+1 = 1 and

Hn+1(u,Dn+1
RV f ) = Ȟn(u,Dn+1

RV f ) = Hn(u, f ) = Dn+1
RV Hn(u, f )

by definition.
We then assume that i < n + 1. Then

Ên+1u =
Ân

u + (1 − u)Ân
h(B̂n, u) =

An−1
u + (1 − u)An−1

h(Bn−1, u) = Enu

hence Ên+1∙ = En∙ and Ω̂
n+1
∙ = Ωn∙ . Then, by descending induction on k, we have that, provided k > i,

Êk∙ = Φ

(

Âk−1
Âk

, Êk+1∙ , B̂k−1)

)

= Φ
(

Ak−2
Ak−1

, Ek∙ , Bk−2

)

= Ek−1∙

Therefore, Êk+1∙ = Ek∙ (f ) when k ≥ i.
Then,

Êi∙ = Φ

(

Âi−1
Âi

, Êi+1∙ , B̂i−1

)

= Φ
(

Ai−1
Ai−1

, Ei∙ , Bi−1

)

= Φ
(

1, Ei∙ , Bi−1
)

= Ei∙

since one always has Φ(1, E∙, A) = E∙.
Then, for k < i, we prove that

Êk∙ = Φ

(

Âk−1
Âk

, Êk+1∙ , B̂k−1

)

= Φ
(

Ak−1
Ak

, Ek+1∙ , Bk−1

)

= Ek∙

again by descending induction on k. Summarizing, one gets Êk+1∙ = Ek∙ for k ≥ i, Êk∙ = Ek∙ for k ≤ i. It
follows that Ω̂k∙ = E

k
∙ ⧵ E

k−1
∙ = Ωk−1∙ for k > i, Ω̂i∙ = ∅, Ω̂

k
∙ = Ω

k
∙ for k < i. Thus, from the definition we

get Ȟn+1(u,Di
RV f ) = D

RV
i Ȟn(u, f ) for all u ∈ [0, 1] hence and

Hn+1(u,Di
RV f ) = Ȟn+1(

u
�̌n+1

, Di
RV f ) = Ȟn+1(

u
�̌n
, Di

RV f ) = D
i
RV Ȟn(

u
�̌n
, f ) = Di

RVHn(u, f )
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for 0 ≤ u ≤ �̌n+1 = �n. Then, for �̌n+1 = �n ≤ u ≤ 1, we have over [0, 1 − �̌n+1] that

Hn+1(u,Di
RV f )(t) = Hn

(

u − �̌n+1
1 − �̌n+1

, Ȟn+1(1, (Di
RV f )|[0,1−�̌n+1])

)(

t
1 − �̌n+1

)

= Hn

(

u − �n
1 − �n

, Ȟn+1(1, Di
RV (f|[0,1−�n]))

)(

t
1 − �̌n+1

)

= Hn

(

u − �n
1 − �n

, Di
RV Ȟn(1, f|[0,1−�n])

)(

t
1 − �̌n+1

)

= Di
RVHn−1

(

u − �n
1 − �n

, Ȟn(1, f|[0,1−�n]))
)(

t
1 − �n

)

= Di
RVHn(u, f )(t)

and for t ≥ 1 − �̌n+1 = 1 − �n we haveHn+1(u,Di
RV f )(t) = n + 1 while D

i
RVHn(u, f )(t) = Dc

i (n) = n + 1
whenceHn+1(u,Di

RV f ) = D
i
RVHn(u, f ) and this proves the claim.

Remark 4.3. It can be checked by explicit computations that the above construction is not compatible with
the degeneracy maps, already for f ∈ ▿2 being f ([0, 1∕3[) = 2,f ([1∕3, 2∕3]) = 1 and f (]2∕3, 1]) = 0,
with Ωt = [0, t] and [0, 1] is endowed with the Lebesgue measure.

5. ADDITIONAL PROPERTIES

5.1. Kan condition for SingRVX. Herewe prove that, forX a topological space, the simplicial setSingRVX
satisfies the Kan condition. For this, consider some n ≥ 1, k ∈ [n], zi ∈ (SingRVX)n−1 = (SingRVX)([n−
1]) for i ∈ [n] with i ≠ k, such that zi.Dc

j = zj .Dc
i−1 for 0 ≤ j < i ≤ n and k ∉ {i, j}. In order to prove

that SingRVX satisfies the Kan condition, we need (see e.g. [8] §4.5) to find z ∈ (SingRVX)n such that
zi = z.Dc

i for i ≠ k.
For a = (a0,… , an) ∈ Δn, denote mk(a) = minr≠k ar, and define q(a) ∈ Δn by q(a)i = ai − mk(a) for

i ≠ k, q(a)k = ak + nmk(a). This defines a continuous map which is actually a retraction from Δn onto
its k-th horn Λkn = {(a0,… , an) | ∃i ≠ k ai = 0}. We want to define zn ∶ ▿n → X. Let us represent
elements of ▿n by (n + 1)-tuples A = (A0,… , An) providing a partition of Ω into measurable sets, with Ai
the preimage of i ∈ [n] by the corresponding random variable Ω→ [n] and introduce

V k
n = p

−1
n (Λ

k
n) = {A = (A0,… , An) ∈ ▿n | ∃i ≠ k�(Ai) = 0}

The zi ∈ (SingRVX)n−1 for i ≠ k can immediately be glued together into a map ž ∶ V k
n → X.

Then, consider the map ▿n → ▿n defined by mapping A = (A0,… , An) to B = (B0,… , Bn) with Bk
equal to the complement inΩ of

⋃

r≠k Br and, for i ≠ k,Bi = Ai if �(Ai) = 0, andBi = g(Ai,minr≠k �(Ar)∕�(Ai))
otherwise, where g is as in Section 4.1. We have Bi ⊂ Ai for i ≠ k, hence the Bi’s still form a partition of
Ω, and it is easily checked that �(Bi) = q(a)i for a = pn(A) ∈ Δn. In particular B ∈ V k

n and this defines
a continuous retraction ▿n → V k

n . Composing it with ž ∶ V k
n → X provides z ∈ SingRVX such that

zi = z.Dc
i for i ≠ k, and this proves the claim.

Although it is not needed for the proof, as in the classical case one can prove that V k
n is a deformation

retract of ▿n, see Proposition 7.4 below.

5.2. Ordered simplicial complexes. Let be a simplicial complex over a totally ordered setS of vertices.
Then a simplicial set S can be obtained in a standard way by repeating vertices, namely

Sn = {(s0,… , sn) ∈ Sn+1; s0 ≤ s1 ≤ ⋯ ≤ sn & {s0,… , sn} ∈ }
and, for f ∈ HomΔ([m], [n]), S(f ) maps (s0,… , sn) to (sf (0),… , sf (m)). A non-degenerate n-simplex is
characterized by the property s0 <⋯ < sn.

In [16] we defined a (metric) space of simplicial random variables L() associated to the simplicial
complex . Letting ||w and ||m be the geometric realizations of  equipped with the weak and strong
(or metric) topology, respectively, the proof of Theorem 1.4 consists in the following chain of homotopy
equivalences

L(S) ∼ |S| ∼ ||w ∼ ||m ∼ L()
where the first one is given by Theorem 3.1, the second one is standard (see e.g. [10] I.2.13), the third one
is Dowker’s theorem ([3]; see also [23]), and the fourth one is our Theorem 1 of [16].
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Let us considerM the associated pre-simplicial set, namely the restriction of S to the categoryM.
As expected, the topological spaces L(M) and L(S) are actually the same.

Proposition 5.1. The spaces L(M) and L(S) are homeomorphic.

Proof. Let us denote F = S. Then |F | is a quotient space of
⨆

F #n ×Δn, equal to the image of
⨆

Fn×Δn
modulo the equivalence relations (�f , a) ∼ (�,Δ(f )(a)) for f ∈ �. Now let us assume that (�f , a) ∼
(�,Δ(f )(a)) for some � ∈ F #n , �f ∈ F #m and f ∈ Hom�([m], [n]). We have � = (s0,… , sn) and �f =
(sf (0),… , sf (m)). But �f ∈ F #m means sf (0) < ⋯ < sf (m) and this implies that f is injective. Therefore
|S| = ‖M‖ = (

⨆

F #n × Δn)∕ ∼ with ∼ generated by (�f , a) ∼ (�,Δ(f )(a)) for f ∈M.
The same argument shows that L(M) and L(S) are homeomorphic.
The (weak) geometric realization of is the topological union of the |(n)

| where(n) is the n-skeleton
of , defined as the collection of elements of  of cardinality at most n + 1. From the cellular structure of
(n) and sinceM is generated by the face maps we get immediately that the identity map of

⨆

k≤n Fk ×Δk
induces an homeomorphism between |(n)

| and ‖(M)(n)‖. From this we get a commutative ladder of
homeomorphisms which induces an homeomorphism between || and ‖M‖.

�

5.3. Finite products and equalizers. Let F ,G be two simplicial sets, and F × G their product in the
category sSet. It is defined (see e.g. [8]) by (F × G)n = Fn × Gn, and (�, �).� = (�.�, �.�) for � ∈ �.
From the product property we have natural maps |F × G| → |F | × |G| and L(F × G) → L(F ) × L(G).
The former is known to be an homeomorphism ([8] Proposition 4.3.15), and more generally the geometric
realization functor preserves finite limits. Here we show that the latter map L(F × G) → L(F ) × L(G) is
not an homeomorphism in general.

Our example is the following one. We consider the simplicial complex ∗f ([1]) on the vertex set S =
[1] = {0, 1} given by the collection of all non-empty subsets of S. The simplicial set F associated to it is
the 1-simplex, considered as a simplicial set, and |F | = Δ1 = I , L(F ) = ▿1 =M.

The simplicial set F × F can be described as F for  the 2-dimensional simplicial complex on the set
(F ×F )0 = S ×S whose maximal simplices are {(0, 0), (0, 1), (1, 1)} and {(0, 0), (1, 1), (1, 0)}. An element
of L(F × F ) can thus be described as an element of L1(Ω, S × S), or equivalently by a partition of Ω (up
to neglectability) into 4 parts A = (A00, A01, A10, A11). The condition that it belongs to L(F × F ) reads
A10 = ∅ or A01 = ∅.

We now consider its image under the projection map L(F × F )→ ▿1 × ▿1 =M ×M, where elements
of ▿1 are identified with (classes of measurable) subsets of Ω. It is easily checked that A is mapped to
(A10 ∪ A11, A01 ∪ A11), which is equal either to (A11, A01 ∪ A11) if A10 = ∅, or to (A10 ∪ A11, A11) if
A01 = ∅. From this one gets that the image of L(F × F ) inside L(F ) × L(F ) is the collection of pairs
(U, V ) ∈ M ×M such that either U ⊂ V or V ⊂ U . Therefore the map is not surjective, and this proves
that L ∶ sSet → Top does not preserve finite products.

A positive property however is that L preserves equalizers.

Proposition 5.2. Let F ,G be two simplicial sets, ', ∶ F → G two simplicial maps, and H ⊂ F their
equalizer in sSet. Then L(H) is the equalizer of the maps L('), L( ) ∶ L(F )→ L(G).

Proof. Clearly L(H) is included inside this equalizer. Conversely, let us consider one of its elements, and
a representative (�, a) of it with a an interior point. By definition (f (�), a) and (g(�), a) are equivalent
inside L(F ). Let �, �′ ∈ F # and S, S′ ∈ E such that f (�) = �.S, and g(�) = �′.S′. We have (f�), a) =
(�.S, a) ∼ (�,▿(S).a) and similarly (g(�), a) ∼ (�′,▿(S′).a). Now by definition (f (�), a) and (g(�), a) are
equivalent inside L(F ), so their minimal representatives are the same, that is � = �′ and ▿(S).a = ▿(S′).a.
Since a is interior one gets S = S′ by Lemma 3.2 (3) and this proves f (�) = �.S = �′.S′ = g(�), which
proves the claim. �

Actually L also reflects equalizers, as is immediate by application of the natural transformation p ∶ L⇝
| ∙ | and the similar result in the classical case (see e.g. [8] Proposition 4.3.13).

5.4. Standard variation. There is a well-known standard variation on the definition of a n-simplex, which
is better behaved for some purposes, as ◺n = {(x1,… , xn) ∈ [0, 1]; x1 ≤ ⋯ ≤ xn}. More precisely, it
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defines a functor ◺ ∶ � → Top, mapping � ∈ � to ◺(�) defined by

◺(�)(x1,… , xn) =
(

x1+sup �−1({0,…,i−1})
)

i=1,…,m

with the conventions sup ∅ = −∞ and x−∞ = 0.
There is a (bicontinuous) bijection between ◺n and Δn = {(a0,… , an) ∈ [0, 1]n; a0 +⋯ + an = 1},

given by x0 = a0, x1 = a0 + a1, . . . , xn = a0 +⋯ + an−1 and conversely a0 = x0, ai = xi − xi−1 for
0 < i < n, an = 1 − xn. It is immediately checked that this bijection defines an isomorphism between the
functors Δ and ◺.

There is a similar variation for simplicial random variables. There is a cosimplicial space◸ ∶ � → Top
corresponding to

◸n = {A = (A1,… , An);A1 ⊂ A2 ⊂ ⋯ ⊂ An ⊂ Ω}
where the subsets of Ω are always understood up to subsets of measure 0, and the topology is for instance
given by the metric d(A1, A2) = maxi �(A1iΔA

2
i ) where UΔV = (U ⧵ V ) ∪ (V ⧵ U ). For � ∈ �,

◸(�)(A1,… , An) =
(

A1+sup �−1({0,…,i−1})
)

i=1,…,m

This functor is isomorphic to▿. To see this, recall that▿n = L1(Ω, [n]) can be identifiedwith {(B0,… , Bn); Ω =
B0 ⊔ ⋯ ⊔ Bn} (where set-theoretic equalities are always understood up to neglectable subsets) through
Bi = f−1({i}) for i ∈ [n] and f ∈ ▿n. Then, the correspondence is given via Ak = B0 ∪⋯ ∪ Bk−1, and
it is easily checked to be simplicial. Finally, the probability-law maps p′n ∶ ◸n → ◺n, (A1,… , An) ↦
(�(A1),… , �(An))} are continuous, fit together, and define a natural transformation ◸ ⇝ ◺. It is easily
checked that all this fits into a commutative diagram of functors as follows.

▿ oo //

��

◸

��
Δ oo // ◺

6. HOMOTOPY INVARIANCE

In this section we investigate the relation between the functors Sing and SingRV . Recall that pn ∶ ▿n →
Δn denotes the probability-law map. For Z a topological space, SingRVZ is defined as the simplicial set
with n-vertices the (continuous) maps ▿n → Z, and � ∈ � acts on f ∈ (SingRVZ)n as f.� = f◦▿(�). If
(Z, z0) is a pointed space, SingRVZ is a pointed simplicial set, with distinguished vertex the map ▿0 → Z
mapping (the single element of) ▿0 to z0, and SingRV clearly defines a functor Top∗ → sSet∗, right adjoint
to L ∶ sSet∗ → Top∗. Also recall that the monomorphisms of sSet are the injective simplicial maps
between the underlying graded sets, so we call them injective morphisms.

Proposition 6.1. For every (pointed) topological spaceZ, the maps f ↦ f◦pn, (SingZ)n → (SingRVZ)n
induce an injective morphism of (pointed) simplicial setsRZ ∶ SingZ → SingRVZ. The collection (RZ )Z
defines a natural transformation Sing⇝ SingRV .

Proof. Let f ∈ (SingZ)n and � ∈ Hom�([m], [n]) = Hom�op ([n], [m]). We want to prove RZ (f.�) =
RZ (f ).�. We have RZ (f.�) = RZ (f◦Δ(�)) = f◦Δ(�)◦pm and RZ (f ).� = RZ (f )◦▿(�) = f◦pn◦▿(�).
In the proof of Proposition 1.1 we have got that pn◦▿(�) = Δ(�)◦pm hence RZ (f.�) = RZ (f ).� and we
have a morphism of simplicial sets. Its injectivity is an immediate consequence of the surjectivity of the
maps pn ∶ ▿n ↠ Δn. Finally, if Z is pointed, it clearly maps base point to base point.

Let ' ∶ Z → T a continuous map. We now want to prove that RT ◦Sing(') = SingRV (')◦RZ . Let
f ∈ (SingZ)n. We have Sing(')(f ) = '◦f and RT (Sing(')(f )) = ('◦f )◦pn and SingRV (')(RZ (f )) =
SingRV (')(f◦pn) = '◦(f◦pn) and this proves the claim. �

For and  two ordered simplicial complexes, we have F×F = F×, where× is the simplicial
complex with vertices (x, y) for x ∈

⋃

 and y ∈
⋃

 and simplices the {(x0, y0), (x1, y1),… , (xn, yn)}
such that x0 ≤ x1 ≤ ⋯ ≤ xn, y0 ≤ y1 ≤ ⋯ ≤ yn. The total ordering chosen on the vertices is for instance
the lexicographic ordering – or any other total ordering refining the diagonal partial ordering (a, b) ≤ (a′, b′)
iff a ≤ b and a′ ≤ b′.
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In particular, let  = ∗f ([1]) the simplicial complex whose geometric realization is Δ1. Let S be the
(ordered) vertex set of . For x ∈ S we set x− = (x, 0), x+ = (x, 1). The simplices of  ×  are the

{x−0 , x
−
1 ,… , x−r−1, x

+
r , x

+
r+1,… , x+m}

such that x0 ≤ ⋯ ≤ xm and {x0,… , xm} ∈ .
We have natural maps L() × {0, 1} → L( × ) and L( × ) → L() providing a factorization

of the first projection map L() × {0, 1} → L(). In the forthcoming sections we are going to prove the
following property.

Proposition 6.2. Let  be a finite simplicial complex. Then L( × ) is a cylinder object for L() inside
Strøm’s (closed) model category structure.

Recall from [25] and e.g. [11] that this means that
(1) The natural projection map � ∶ L( × )→ L() is an homotopy equivalence.
(2) The natural inclusion map L() × {0, 1}→ L( × ) is a closed cofibration.

Thus, this is a good cylinder in the terminology of [4].
Assume that S is well-ordered, denote x0 the minimal vertex of. We considered (or F) as based at

x0. Consider {0} as a base vertex for . The coproduct F ∨F of F with itself inside sSet∗ has the form
F∨ with  ∨  a simplicial complex on the vertex set obtained by dividing S × {0, 1} by the relation
x+0 = x−0 . On this vertex set,  ∨  has for simplices the {x−i0 , x

−
i1
,… , x−ir} and the {x+i0 , x

+
i1
,… , x+ir} for

xi0 ≤ ⋯ ≤ xir and {xi1 ,… , xir} ∈ .
Recall that the smash product X ∧ Y is in Top∗ the quotient of X × Y by the image of X ∨ Y . It is also

the push-out

X ∨ Y //

��

X × Y

��
1 // X ∧ Y

and this definition also applies in sSet∗. Denote + the simplicial complex  together with an isolated
vertex, taken as basepoint (for instance + = {{0}, {1}, {0, 1}, {−1}}).

We have a similar statement for pointed sets (recall from [25] that a map between pointed spaces is
a cofibration, fibration, or homotopy equivalence if and only if the underlying map between non-pointed
spaces is one).

Proposition 6.3. Let be a finite simplicial complex with minimal vertex x0. Then L(F ∧F+ ) is a good
cylinder object for L() inside Strøm’s (closed) model category structure on Top∗.

From these propositions, which are together equivalent to the the propositions 6.7 and 6.8 proven below,
we deduce the following Theorem. Recall (see e.g. [11] p. 73) that homotopy equivalence is a well-defined
concept between objects of a (closed) model category which are both fibrant and cofibrant. The strategy
used in its proof has been suggested to me by D. Chataur.

Theorem 6.4. Let Z be a topological space. Then the natural morphism Sing(Z) → SingRV (Z) is an
homotopy equivalence. In particular the induced map |Sing(Z)| → |SingRV (Z)| is an homotopy equiva-
lence.

Proof. Since Sing(Z) and SingRV (Z) are both Kan complexes (see Section 5.1), they are both fibrant and
cofibrant in the standard model structure on sSet. It is then it is enough (see e.g. [11] Theorem 1.10) to
prove that the induced maps �0(Sing(Z)) → �0(SingRV (Z)) and �n(Sing(Z), z0) → �n(SingRV (Z), z0)
are bijections for every n ≥ 1 and vertex z0 ∈ Sing(Z)0 = SingRV (Z)0 = Z. This is what we are going to
prove.

We first claim that, for X = F the simplicial set associated to a finite simplicial complex , then the
natural map fromHom(X,Sing(Z)) ≃ Hom(|X|, Z) toHom(X,SingRV (Z)) ≃ Hom(L(X), Z) becomes a
bijection up to a homotopy, where up to homotopy means the genuine homotopy relation on Hom(|X|, Z)
inside the topology category, and on Hom(L(X), Z) means the image under L of the homotopy relation of
sSet. In other terms, this latter equivalence relation corresponds to the cylinder L( × ).
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We prove this claim now. Since by Proposition 6.2 L( × ) is a good cylinder for Strøm’s stucture,
it induces (see e.g. [11] ch. II.1 Corollary 1.9) the same homotopy equivalence as the standard cylinder
L() × [0, 1], which is the genuine homotopy relation. Therefore the map we want to prove it is a bijection
is nothing else than the natural map [||, Z] → [L(), Z] inside the naive homotopy category. Since this
map is induced by the probability-law mapL()→ ||which is an homotopy equivalence, it is a bijection,
and this proves the claim.

An immediate consequence of this claim, taking for  a point, is that the induced map �0(Sing(Z)) →
�0(SingRV (Z)) is a bijection.

Now assume that the vertex set of  is linearly ordered with a minimal element x0, and that some
basepoint z0 ∈ Z is chosen. We then make the similar claim that, for X = F and  finite, the natural
map from HomsSet∗ (X,Sing(Z)) ≃ HomTop∗ (|X|, Z) to HomsSet∗ (X,SingRV (Z)) ≃ HomTop∗ (L(X), Z)
becomes a bijection up to a homotopy, where up to homotopy means the genuine pointed homotopy relation
on HomTop∗ (|X|, Z) inside the pointed topology category, and on HomTop∗ (L(X), Z) means the image
under L of the homotopy relation of sSet∗. In other terms, this equivalence relation corresponds to the
cylinder L(F ∧ F). This claim results from Proposition 6.3 and the same argument as before, because
two pointed spaces are homotopically equivalent if and only if they are freely equivalent (see [25] and the
references there).

We apply this result to  = )∗f ([n]) and X = F equal to the boundary of the n-simplex, for n ≥ 1,
with base point 0. Recall that �n(F , 0) = HomHosSet∗ (X,F ) whenever F is a Kan complex (see e.g. [9]
§9). Then the natural map

�n(Sing(Z), z0) ≃ HomHosSet∗ (X,Sing(Z))→ HomHosSet∗ (X,SingRV (Z)) ≃ �n(SingRV (Z), z0)

is identified with HomHoTop∗ (|X|, Z) → HomHoTop∗ (L(X), Z). Again because the probability-law map
induces an homotopy equivalence, this map is an isomorphism and we get that the natural map

�n(Sing(Z), z0)→ �n(SingRV (Z), z0)

is an isomorphism for all n ≥ 1. This proves the theorem.
�

6.1. Preliminary tools. Notice that the topology on L() is induced by the metric topology on L1(Ω, S)
when  is finite, and  ⊂ ∗f (S). We shall need the following lemma only when S is finite, however the
extra cost for the full statement is minimal, so we state it in full generality.

Lemma 6.5. Let X be a space, S a set. For s ∈ S we define ps ∶ L1(Ω, S) → ▿1 given by f ↦ f−1(s).
Then F ∶ X → L1(Ω, S) is continuous iff ∀s ∈ S ps◦F ∶ X → ▿1 is continuous.

Proof. Recall that the topology on L1(Ω, S) is given by the metric d(f, g) = ∫Ω d(f (t), g(t))dt, and the
one on ▿1 = M by the metric d(U, V ) = �(UΔV ). Since �(f−1(s)Δg−1(s)) ≤ ∫Ω d(f (t), g(t))dt we get
that each of the ps, s ∈ S is 1-Lipschitz hence continuous. This implies that, if F ∶ X → L1(Ω, S) is
continuous, then so are the ps◦F , s ∈ S.

Conversely, let us choose x0 ∈ X and set f0 = F (x0). We want to prove that F is continuous at x0. Let
" > 0. Wewant to prove that there exists an open neighborhoodU of x0 such that x ∈ U ⇒ d(F (x), f0) ≤ ".

Since
∑

s∈S �(f−1(s)) = 1, there exists S0 ⊂ S finite such that �(f−1(S0)) > 1− "∕2. We set m = #S0.
By continuity of ps◦F , for every s ∈ S0 there exists an open neighborhood Us of x0 such that x ∈ Us
implies that fx = F (x) satisfies �(f−1x (s)Δf−10 (s)) ≤ "∕2m. Setting U ∶=

⋂

s∈S0 Us we get an open
neighborhood U of x0 such that, for every x ∈ U ,

d(f0, fx) =
∑

s∈S
�(f−10 (s) ⧵ f−1x (s)) ⩽ "

2
+

∑

s∈S0

�(f−10 (s) ⧵ f−1x (s)) ⩽ "
2
+ m × "

2m
= "

and this proves the claim. �

Recall that ◸n = {X = (X1,… , Xn) | X1 ⊂ X2 ⊂ ⋯ ⊂ Xn ⊂ Ω}. For X ∈ ◸n, we set by
convention X0 = ∅ and Xn+1 = Ω. Also recall from Section 2 the map g ∶ ▿1 × I → ▿1 such that
g(A, 0) = A, �(g(A, u)) = �(A)(1 − u) and g(A, u) ⊃ g(A, v) whenever u ≤ v. It moreover satisfies that
�(g(E, u)Δg(E, v)) ⩽ 4�(EΔF ) + |v − u|.
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Lemma6.6. There exists a continuous interpolationmap J ∶ ◸n×I → ◸1 such that, forX = (X1,… , Xn) ∈
◸n, c ∈ I , and k such that �(Xk) ≤ c < �(Xk+1), we have Xk ⊂ J (X, c) ⊂ Xk+1 and �(J (X, c)) = c.

Proof. We define such a map J by letting J (X, c) = Y with Y = Xk ∪ g(Xk+1 ⧵ Xk, a) with k as in the
statement, and with a ∈ I such that �(Y ) = �(Xk)+(�(Xk+1)−�(Xk))(1−a) = �(Xk+1)−a�(Xk+1⧵Xk) =
c, that is a = (�(Xk+1) − c)∕�(Xk+1 ⧵Xk).

It remains to prove that J is a continuous map. Let X0 ∈ ◸n and c0 ∈ I . Let k0 be such that �(X0
k0
) ≤

c0 < �(X0
k0+1

). We separate two cases.
First assume �(X0

k0
) < c0. Then, for (X, c) close enough to (X0, x0) we can assume that �(Xk0 ) <

c < �(Xk0+1), and the continuity of J at (X0, c0) is an easy consequence of the continuity of g and of the
elementary set-theoretic operations.

We now assume �(X0
k0
) = c0. Then we have some r0 with 1 ≤ r0 ≤ k0 such that �(X0

r0−1
) < �(X0

r0
) =

�(X0
r0+1

) = ⋯ = �(X0
k0
) = c0. Of course this implies X0

r0
= X0

r0+1
= ⋯ = X0

k0
. Then, for (X, c) close

enough to (X0, x0) we can assume that �(Xr0−1) < c < �(Xk0+1), and we have �(Xk) ≤ �(Y ) < �(Xk+1)
for some k ∈ [r0 − 1, k0].

Therefore Y ⊂ X+
k0

for some X+
k0
⊃ Xk0 with either X+

k0
= Xk0 or �(X

+
k0
) − �(Xk0 ) = c − �(Xk0 ). But

then
�(X+

k0
) − �(Xk0 ) ≤ |c − �(Xk0 )| ≤ |c − c0| + |c0 − �(Xk0 )| ≤ |c − c0| + �(X0

k0
ΔXk0 )

Similarly, Y ⊃ X−
r0
with X−

r0
⊂ Xr0 satisfying

�(Xr0 ) − �(X
−
r0
) ⩽ |�(Xr0 ) − c| ⩽ |c − c0| + �(X0

r0
ΔXr0 )

Assuming |c − c0| < "∕6 and �(XkΔX0
k) < "∕6 for every k, and setting J (X, c) = Y , J (X0, c0) = Y0

we get from X−
r0
⊂ Y ⊂ X+

k0
that

�(Y0ΔY ) ≤ �(Y0ΔX−
r0
) + �(Y0ΔX+

k0
)

≤ �(X0
r0
ΔX−

r0
) + �(X0

k0
ΔX+

k0
)

≤ (�(X0
r0
ΔXr0 ) + �(Xr0ΔX

−
r0
)) + (�(X0

k0
ΔXk0 ) + �(Xk0ΔX

+
k0
))

≤ 2|c − c0| + 2�(X0
r0
ΔXr0 ) + 2�(X

0
k0
ΔXk0 )

≤ "

and this proves the continuity of J at any given (X0, c0)
�

6.2. Proof of item (1) : homotopy equivalence. We first prove that L( × ) → L() is an homotopy
equivalence, and the analogous statement for pointed complexes.

Proposition 6.7. Let be a simplicial complex over the vertex set [n]. The natural projection map L( ×
) → L() is an homotopy equivalence, and L() × {0} is a deformation retract of L( × ). If  is
considered with 0 as basepoint, the natural projection map L(F ∧ F)→ L(F) = L() is an homotopy
equivalence.

Proof. Let us denote � ∶ L( × ) → L() the projection map. It is induced by the map [n] × [1] → [n],
i± ↦ i. This map admits an inverse on the right i ↦ i−, which induces a map L1(Ω, [n]) → L1(Ω, [n]× [1])
mapping L() into L( × ). We claim that this map � ∶ L() → L( × ) is an homotopy inverse for
�. Since �◦� = IdL() this amounts to proving that �◦� ∼ IdL(×), and this will prove at the same time
that L() × {0} is a deformation retract of L( × ).

We now justify the claim by constructing an explicit homotopy H ∶ L( × ) × I → L( × ). Let
A = (A±j )j∈[n] and t ∈ I . Write t = 1

n+1 (i + u) for some i ∈ [n] and u ∈ [0, 1], and set H(A, t) = B
with B±j = A±j for j > i, B−j = A+j ∪ A

−
j and B+j = ∅ for j < i and finally B−i = A−i ∪ g(A

+
i , 1 − u),

B+i = A
+
i ⧵ B−i .

It is well-defined, as for t = i∕(n+1) = 1
n+1 (i+0) =

1
n+1 ((i−1)+1)we haveB

−
i = A

−
i ∪g(A

+
i , 1−0) = A

−
i

and B−i−1 = A−i−1 ∪ A
+
i−1 = A−i−1 ∪ g(A

+
i−1, 0). More concisely, we have for every j and t the formulas
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B−j = A
−
j ∪ g(A

+
j , �(j + 1 − (n + 1)t)), B

+
j = A

+
j ⧵ B−j where � ∶ R → R is defined by �(x) = 0 for x ≤ 0,

�(x) = 1 for x ≥ 1 and �(x) = x otherwise.
ClearlyH(A, 0) = A,H(A, 1) = �(�(A)) and we haveH(A, t) ∈ L( × ) for all A, t. Therefore there

only remains to prove thatH is continuous. By Lemma 6.5 this is then a consequence of the continuity of
g and �, and of the elementary set-theoretic operations.

We now consider the pointed case, with 0 ∈ [n] chosen for basepoint of . By construction the smash
product F∧F is a push-out hence a colimit. Since L is a left adjoint it commutes with colimits, and from
this we get that L(F ∧ F+ ) is the push-out of

L( ∨ +) //

��

L( × +)

��
* // ∙

that is the quotient ofL(×+) by the subspaceL(∨+). Now notice that the projectionmapL(×)→
L() factorizes through the maps L(×)→ L(F ∧F+ ) and L(F ∧F+ )→ L(). We want to prove
that the latter is an homotopy equivalence. Since we just proved that the composite L( × ) → L() is
an homotopy equivalence, it is equivalent to prove that the former map L( × ) → L(F ∧ F+ ) is an
homotopy equivalence. Since  × + = ( × ) ∪ ( × {∗}) and  × {∗} ⊂  ∨ + we get that this map
is the same as the quotient map �0 ∶ L( × )→ L( × )∕L0 with L0 = L1(Ω, {0−, 0+}).

We consider the map L( × )→ L( × ) mapping A± to B± with B±i = A
±
i for i > 0,

B−0 = A
−
0 ∪ g

⎛

⎜

⎜

⎜

⎝

A+0 ,
∑

i≠0
"=±

�(A±i )

⎞

⎟

⎟

⎟

⎠

= A−0 ∪ g
(

A+0 , 1 − �(A
−
0 ∪ A

+
0 )
)

and B+0 = A
+
0 ⧵ B−0 . If A

± ∈ L0, that is if i > 0 ⇒ A±i = ∅, then B
−
0 = A

−
0 ∪ A

+
0 = Ω, B

+
0 = ∅. It follows

that the map factorizes through L( × )∕L0 and induces a map �0 ∶ L( × )∕L0 → L( × ).
Consider the mapH ∶ L( × ) × I → L( × ) mapping (A±, t) to B± with B±i = A

±
i for i > 0 and

B−0 = A
−
0 ∪ g

(

A+0 , t(1 − �(A
−
0 ∪ A

+
0 )) + (1 − t)

)

It provides an homotopy between �0◦�0 and the identity map. Now notice that the image of L0 × I is equal
to L0, so that it induces a map L(×)∕L0 × I → L(×)∕L0. This map defines an homotopy between
�0◦�0 and the identity map. This proves that �0 is an homotopy equivalence.

�

6.3. Proof of item (2) : cofibration property. We assume that  is a subcomplex of ∗f ([n]), so that
L(× ) (resp. L(∧ )) is a closed subset of L(∗f ([n]) × ) ⊂ L1(Ω, [n] × [1]) (resp. L(∗f ([n]) ∧ ) ⊂
L1(Ω, [n] × [1])). Precisely, it is made of the f ∈ L(∗f ([n]) × ) (resp. f ∈ L(∗f ([n]) ∧ )) such that
�(f ) ∈ L(), for � ∶ L( × )→ L() (resp. � ∶ L( ∧ )→ L()) the natural projection map, that is
such that �(f )(Ω) ∈ . We now prove the following.

Proposition 6.8. Let be a simplicial complex with vertex set [n]. Then the inclusion mapL()×{0, 1} →
L( × ) is a closed cofibration. For  considered as a pointed simplicial complex, the inclusion map
L( ∨)→ L(F ∧ F+ ) is also a closed cofibration.

Proof. The space L() × {0, 1} is equal to L( × {0, 1}), where we denote  × {0, 1} =  ⊔  the
disjoint union of two copies of , with vertex sets {x+, x ∈ [n]} and {x−, x ∈ [n]}. Since L( × {0, 1})
is a closed subset of L( × ), it is enough to construct a retract of the cylinder L( × ) × I onto
(L() × {0, 1} × I) ∪ L( × ) × {0}. We do this now.

We endow the space ◸n = {X = (X1,… , Xn); ∅ ⊂ X1 ⊂ X2 ⊂ ⋯ ⊂ Xn ⊂ Ω} with the metric
d(X1, X2) = maxi �(X1

i ΔX
2
i ), and L(

∗
f ([n]) × ) with the L1 metric.

Let r = ∗f ({0
−, 1−,… , r−, r+, (r + 1)+,… , n+} for 0 ≤ r ≤ n. These are the maximal simplices of

∗f ([n]) × , and L(∗f ([n]) × ) =
⋃

r L(r).
We define a map D ∶ L(∗f ([n]) × ) → ◸n+1 as follows. To f ∈ L(r) we associate X ∈ ◸n such

that Xi = f−1([0−, (i − 1)−]) if i ≤ r + 1, and Xi = f−1([0−, (i − 2)+]) if i > r + 1. We check that these



RANDOMIZED SIMPLICIAL SETS 21

(1, 0)(0, 0)

∙ (y, u)

×

( 12 , 2)

∙ (y′, u′)

(1, 0)(0, 0)

×

( 12 , 2)

(y, u)↦ (0, u−4y1−2y ) for u ≥ 4y

(y, u)↦ ( 12
u−4y
u−2 , 0)

(y, u)↦ (1, 4−4y−u1−2y ) for u ≥ 4(1 − y)

FIGURE 3. The geometric retract q ∶ [0, 1]2 → {(y, u); u = 0 or y ∈ {0, 1}}

definitions agree on L(r) ∩L(s) for r < s as follows. If i ≤ r+1 or i > s+1 the two possible definitions
of Xi clearly agree, so we can assume r + 1 < i ≤ s + 1. According to the definition on L(r) we have
Xi = f−1([0−, (i − 2)+]), whereas according to the definition on L(s) we have Xi = f−1([0−, (i − 1)−]).
But since f ∈ L(∗f ([n]) × ) we have #f (Ω) ∩ {(i − 2)+, (i − 1)−} ≤ 1 hence f−1([0−, (i − 2)+]) =
f−1([0−, (i − 1)−]) and this proves that these maps can be glued together. Finally it is easily checked that
the map D is 2-Lipschitz on each L(r), as we have, for X = D(f ) and X0 = D(f0),

�(XiΔX0
i ) = �(Xi ⧵X0

i ) + �(X
0
i ⧵Xi) = ∫Xi

d(f (t), f0(t))dt + ∫X0i
d(f (t), f0(t))dt ⩽ 2d(f, f0)

and this proves that it is continuous on its whole domain. Moreover it is easily checked that every restriction
D

|L(r) ∶ L(r)→ ◸n+1 is a bijection.
Let �+ ∶ [n] × [1] → [n] defined by i± ↦ i+ and similarly �− ∶ i± ↦ i−. We then define two maps

G± ∶ L(∗f ([n]) × ) × I → L(∗f ([n]) × ) as follows. Let (f, c) ∈ L(∗f ([n]) × ) × I . We use the map
J of Lemma 6.6.

For x ∈ J (D(f ), u) we set G+(f, u)(x) = f (x), and for x ∉ J (D(f ), u), we set G+(f, u)(x) = �+(f (x)).
For x ∉ J (D(f ), u) we set G−(f, u)(x) = f (x), and for x ∈ J (D(f ), u), we set G−(f, u)(x) = �−(f (x)).

Let (f0, c0) ∈ L(∗f ([n]) × ) × I . We prove that G± is continuous at (f0, c0). Let us consider (f, c) ∈
L(∗f ([n]) × ) × I and set J0 = J (D(f0), c0), J = J (D(f ), c). Let " > 0, and assume d(f, f0) < "∕3. By
continuity of D and J we know that, for (f, c) close enough to (f0, c0), we have �(JΔJ0) ≤ "∕3. Then, by
definition

d(G+(f, c), G+(f0, c0)) ⩽ �(JΔJ0) + ∫J∩J0
d(f (t), f0(t))dt + ∫Ω⧵(J∪J0)

d(�+(f (t)), �+(f0(t)))dt

Since d(�+(x), �+(y)) ≤ d(x, y) for every x, y, this implies d(G+(f, c), G+(f0, c0)) ≤ "∕3 + 2d(f, f0) ≤ "
and this proves the continuity of G+ at (f0, c0). The proof of continuity for G− is similar and left to the
reader.

We extend the maps �± to L1(Ω, [n] × [1]) by setting �±(f ) = x ↦ �±(f (x)). It is clear from the
definitions that

∙ G+(f, 1) = f and G+(f, 0) = �+(f ).
∙ G−(f, 1) = �−(f ) and G−(f, 0) = f .
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We now construct a continuous map L(∗f ([n]) × ) × I → L(∗f ([n]) × ) × I as follows. To (f, u) ∈
L(∗f ([n]) ×) × I we associate (p(f ), u) = (x, y, u) ∈ (◺n ×◺1) ×Δ1, and then q(y, u) = (y′, u′), where q
is the projection map of Figure 3. Notice that, if y = 1∕2, then y′ = 1∕2 and there exists a component Xk
ofD(f ) of measure 1∕2, which implies J (D(f ), 1∕2) = Xk and finallyG±(f, 1∕2) = f . Therefore, setting
H(f, u) = (G+(f, y′), u′) for y ≤ 1∕2 and H(f, u) = (G−(f, y′), u′) for y > 1∕2, we get a well-defined
continuous map with the properties that :

∙ either u′ = 0, in which caseH(f, u) ∈ L(∗f ([n]) × ) × {0},
∙ or u′ > 0 in which case either y′ = 0 andH(f, u) = (G+(f, 0), u′) = (�+(f ), u′) ∈ L(∗f ([n]×{1}),
or y′ = 1 andH(f, u) = (G−(f, 1), u′) = (�−(f ), u′) ∈ L(∗f ([n] × {0}).

∙ if u = 0, then u′ = 0 and y′ = y, in which case J (D(f ), y) = Xk for some component Xk of
measure y′ = y, and this yieldsH(f, u) = f .

∙ if y = 0, then f = �+(f ), y′ = y andH(f, u) = �+(f ) = f
∙ if y = 1, then f = �−(f ), y′ = y andH(f, u) = �−(f ) = f

This proves thatH provides a suitable retract, for  = ∗f ([n]). In the general case, starting from the map
H ∶ L(∗f ([n])×)×I → L(∗f ([n])×)×I we constructed, we consider its restrictionH toL(×)×I .
Starting from (f, u) ∈ L(×)×I , that is with �(f )(Ω) ∈ , we need to check that �(G±(f, y′))(Ω) ∈ 
so thatH provides a suitable retract. Since by construction �◦G±(f, y′) = f , this is obvious.

We now consider the pointed case. From the decomposition  × + = ( × ) ∪ ( × {∗}) observed
in the previous section, we can again identify L(F ∧ F+ ) with the quotient space L( × )∕L0 where
L0 = L1(Ω, {0−, 0+}) = L(∗f ({0

−, 0+})).
Then L( ∨) can be identified with a closed subset of L( × )∕L0 via 0± ↦ 0−, i± ↦ i± for i > 0,

and it is precisely the image of L( × {0, 1}) under the composite of the natural maps L( × {0, 1}) →
L( × ) and L( × ) → L( × )∕L0. Now notice that, for every f, u, x we have G±(f, u)(x) ∈
{f (x), �+(f (x)), �−(f (x))} and this proves that G±(L0 × I) ⊂ L0. This implies that H induces a map
H̄ ∶ (L( × )∕L0) × I → (L( × )∕L0) × I . It is easily checked that this map is a retract onto
(L( ∨) × I) ∪ (L( × )∕L0) × {0}, and this proves the claim in the pointed case.

�

7. QUILLEN EQUIVALENCES BETWEEN sSet AND Top

In this section we want to prove that the functors L and | ∙ | from sSet to Top induce the same functor
HosSet → HoTop, where HosSet and HoTop denotes the homotopy categories obtained from sSet and
Top by formally inverting the weak homotopy equivalences.

In order to this, we use the classical (closed) model category structure on sSet, and endow Top with a
model category structure more flexible than Quillen’s classical one, which nevertheless defines the same
homotopy category. Such a model category has been introduced by M. Cole in [2]. Actually, Cole presents
his construction as an intermediate between Quillen’s and Strøm’s model category structures on Top. Our
point of view here is more that is provides a ‘flexibilization’ of Quillen’s model category structure on Top,
relevant to the same homotopy category. Notice for instance that the subcategory of cofibrant objects is Mil-
nor’s category of spaces which are homotopically equivalent to CW-complexes, instead of the category
of genuine CW-complexes.

We recall the main characteristics of this model category structure below. With sSet and Top endowed
with these structures of model categories, the main theorem of this section is the following one.

Theorem 7.1. The functors L ∶ sSet → Top and SingRV ∶ Top → sSet together provide a Quillen
equivalence. In particular they provide an equivalence of categories between their homotopy categories.

We shall make clear in Section 7.1 that the classical functors |.| and Sing also provide a Quillen equiva-
lence for the same model category structures. The situation is thus summarized by the following diagram,
where p ∶ L → |.| and R ∶ Sing → SingRV are the obvious natural transformations induced by the
probability-law maps, so that the probability-law map somewhat provides a natural transformation between
the two Quillen equivalences.
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sSet Top
| ∙ |

L
p

Sing

SingRV

R

7.1. Cole’s model category structure on Top. From [2] Theorem 2.1 one gets that one can mix Quillen’s
classical model category structure on Top, which has for fibrations and weak equivalences the Serre fibra-
tions and weak homotopy equivalences, respectively, with Strøm’s structure, which has for fibrations and
weak equivalences the Hurewicz fibrations and (strong) homotopy equivalences, respectively. The result-
ing model category, which we call Cole’s model category, has for fibrations the Hurewicz fibrations and for
weak equivalences the weak homotopy equivalences. In particular, it has the same homotopy category as
Quillen’s original one, and moreover a Quillen adjunction (resp. equivalence) between sSet and Top for
Quillen’s original model category structure is a Quillen adjunction (resp. equivalence) between sSet and
Top for Cole’s model category structure : indeed, every (trivial) cofibration for Quillen’s model category
structure is in particular a (trivial) cofibration for Cole’s model category – where we use the terminology
that a (co)fibration is said to be a trivial one if it is in addition a weak homotopy equivalence.

More precisely, recall that the cofibrations of Quillen’s classical model category structure on Top are
(retracts of) CW-attachments (also called relative CW complexes). We call them Quillen-cofibrations. The
cofibrations in Cole’s model category structure are the closed cofibrations (in the classical sense) f which
can be written as �◦f ′ where f ′ is a Quillen-cofibration and � is an homotopy equivalence (see [2] Propo-
sition 3.6 and Example 3.8). We call them Cole cofibrations.

The first application of this is for the classical adjunction | ∙ | ∶ sSet ↔ Top ∶ Sing, which provides
a Quillen equivalence for Quillen’s model category structure on Top, and therefore also for Cole’s model
category structure.

7.2. Proof of Theorem 7.1. We shall prove the following strengthening of Proposition 3.3.

Proposition 7.2. For every n ≥ 0 the inclusion map )▿n → ▿n is a Cole cofibration.

Then recall that the r-th hook of the n-dimensional simplex has for geometric realization

Λrn = {(a0,… , an) ∈ Δn | ∃i ≠ r ai = 0} ⊂ )Δn ⊂ Δn.

Its image under the functor L is

V r
n = {(A0,… , An) ∈ ▿n | ∃i ≠ r Ai = ∅} ⊂ )▿n ⊂ ▿n.

In this subsectionwe are going to prove the following. Recall that, in any givenmodel category, a (co)fibration
is said to be a trivial one if it is in addition a weak homotopy equivalence.

Proposition 7.3. For n > 0 the inclusion V r
n ⊂ ▿n is a trivial cofibration for Cole’s model category

structure on Top.

From these two propositions and our previous results we finally can prove Theorem 7.1.

Proof. Recall (see e.g. [12] Theorem 3.6.5) that the category of simplicial sets is a finitely generated closed
model category with generating cofibrations the inclusions of simplicial complexes )∗f ([n]) ⊂ ∗f ([n]) for
n ≥ 0 and generating trivial cofibrations the inclusion of simplicial complexes Λrn ⊂ ∗f ([n]) for n > 0 et
r ∈ [n]. By the above propositionswe know that their image underL are cofibrations and trivial cofibrations,
respectively. Therefore ([12] Lemma 2.1.20) L ∶ sSet → Top and SingRV ∶ Top→ sSet together provide
a Quillen adjunction. In order to prove that they provide a Quillen equivalence, we need to prove that L
maps cofibrations to cofibrations and trivial cofibrations to trivial cofibrations for Cole’s model category
structure hence provides a Quillen adjunction. Since every object of sSet is cofibrant and every object of
Top is fibrant for Cole’s model category (the constant maps are Hurewicz fibrations), it remains to prove
([12] Corollary 1.3.16) that L reflects weak equivalences and that L(SingRVX) → X is always a weak
equivalence.
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Let f ∶ F → G be such a weak equivalence in sSet. By definition this is equivalent to asking for the
induced map |f | ∶ |F | → |G| to be one. Applying the natural transformation p ∶ L ⇝ | ∙ |, we get the
commutative square

|F |
|f | //

|G|

L(F )
L(f ) //

pF

OO

L(G)

pG

OO

and we know by Theorem 3.1 that pF and pG are homotopy equivalences. Therefore L(f ) is a weak equiv-
alence iff |f | is a weak equivalence.

We finally need to prove that L(SingRVX) → X is a weak equivalence for every X ∈ Top. We con-
sider the following diagram, where the horizontal maps are induced from the weak equivalence SingX →
SingRVX of Theorem 6.4, the vertical maps by the natural transformation p, and the diagonal ones are the
obvious co-unit maps.

L(SingX) //

��

L(SingRVX)

��

��

|SingX|

//

++

|SingRVX|

X
Since |SingX| → X is a classical weak equivalence and sinceL(SingX)→ |SingX| is also one by Theorem
3.1, we get thatL(SingX)→ X is one. Therefore the composite of the mapsL(SingX)→ L(SingRVX) and
L(SingRVX) → X is a weak-equivalence. Since SingX → SingRVX is a weak equivalence by Theorem
6.4 so isL(SingX)→ L(SingRVX) as we just showed, and this has for consequence thatL(SingRVX)→ X
is a weak-equivalence, which concludes the proof.

�

7.3. Proof of Proposition 7.2. Since )▿0 = ∅ the statement is trivial for n = 0 and we can assume n ≥ 1.
We already know from Proposition 3.3 that the inclusion map )▿n → ▿n is a cofibration. We prove here
that it can be written as the composition of a cellular attachement with an homotopy equivalence.

We consider the section �n ∶ Δn → ▿n of the probability-law map pn ∶ ▿n → Δn used in Section 4. We
recall from there that �n◦pn is homotopic to the identity map, by an homotopyHn which commutes to the
face maps for various n’s (see Proposition 4.2). Clearly, �n, pn,Hn preserve the boundaries of ▿n and Δn.
In particular we get an attaching map )�n ∶ )Δn → )▿n, enabling us to build a relative cellular complex
)▿n ⊂ ()▿n) ∪)�n Δn. Moreover, our map )▿n → ▿n is the composition of this Quillen cofibration with
the map f ′ ∶ ()▿n) ∪)�n Δn → ▿n obtained by gluing together the inclusion map )▿n → ▿n with the map
�n ∶ Δn → ▿n. It remains to prove that f ′ is an homotopy equivalence.

Consider the map pn◦f ′ ∶ ()▿n)∪)�nΔn → Δn. It is equal to the identity map onΔn, and to pn on )▿n. It
admis a section given by �n on )Δn and to the identity on Δn. Moreover, since the homotopyHn preserves
the boundary, we get that pn◦f ′ is an homotopy equivalence. Since pn is also an homotopy equivalence,
from the 2-out-of-3 property of homotopy equivalences we get that f ′ is an homotopy equivalence, which
concludes the proof.

7.4. Proof of Proposition 7.3. We prove it in several steps.

Proposition 7.4. For every n ≥ 1 the inclusion V r
n ⊂ ▿n is a strong deformation retract. In particular, it

is an homotopy equivalence.

Proof. We defineH ∶ ▿n × I → ▿n byH(A, t) = B with

Bi = g
(

Ai, t
minj≠i,r �(Aj)

�(Ai)

)



RANDOMIZED SIMPLICIAL SETS 25

for i ≠ r with the convention 0∕0 = 1, and Br = Ω ⧵
⋃

i≠r Bi. From the continuity of g and of the
elementary set-theoretic operations one gets immediately thatH is continuous. Since Bi ⊂ Ai for i ≠ r, we
haveH(V r

n × I) ⊂ V
r
n . Moreover, for t = 0 we have Bi = Ai for all i that isH(A, 0) = A for every A ∈ ▿n.

Consider A ∈ V r
n . By definition there exists i0 ≠ r with Ai0 = ∅. From Ai0 = ∅ one gets Bi0 = ∅,

and also minj≠i,r �(Aj) = 0 hence Bj = g(Aj , 0) = Aj for every j ≠ r. It follows that Br = Ar hence
H(A, t) = A for every A ∈ V r

n and t ∈ I .
Now assume t = 1. Notice that there exists i ≠ r such that �(Ai) = minj≠i,r �(Aj). Then, for t = 1,

Bi = g(Ai, 1) = ∅, and this provesH(A, 1) ∈ V r
n .

ThereforeH indeed provides a strong deformation retract.
�

Proposition 7.5. For n ≥ 1 the inclusion V r
n ⊂ ▿n is a closed cofibration.

Proof. We already know that V r
n is a closed subset of ▿n. We need to exhibit a retract of ▿n × I onto (▿n ×

{0})∪(V r
n ×I). We defineH ∶ ▿n×I → (▿n×{0})∪(V r

n ×I) as follows. First of all, define a continuousmap
m ∶ ▿n → [0, 1] by m(A) = mini≠r �(Ai), and then define H(A, u) = ((H(A, u)i)i∈[n],max

(

u − m(A), 0
)

)
by setting

H(A, u)i = g
(

Ai,
m(A) + min(u − m(A), 0)

�(Ai)

)

for i ≠ r, H(A, u)r = Ω ⧵
⋃

i≠rH(A, u)i. This formula is made so that H(A, u)i for i ≠ r has measure
�(Ai) − m(A) for u ≥ m(A) and �(Ai) − u for u ≤ m(A). In particular,H(A, u) ∈ V r

n × I for u ≥ m(A) and
H(A, u) ∈ ▿n×{0} for u ≤ m(A). Moreover, forA ∈ V r

n we havem(A) = 0 henceH(A, u)i = g(Ai, 0) = Ai
for every i ≠ r, whence H(A, u) = (A, u). Similarly, for u = 0, we have max

(

u − m(A), 0
)

= 0 and
H(A, u)i = g(Ai, 0) = Ai for every i ≠ r, H(A, 0) = (A, 0). Since H is continuous as a composite of
continuous maps, this provides a suitable retract. �

In order to prove that these inclusions V r
n → ▿n are Cole cofibrations, it remains to prove that they can

be obtained as the composition of a Quillen cofibration with an homotopy equivalence. We consider the
restriction �(r)n−1 ∶ Δn−1 → ▿n of �n ∶ Δn → ▿n to the r-th face of its boundary, and then its restriction
)�(r)n−1 to the boundary of the r-th face. This provides an attachment map )�(r)n−1 ∶ )Δn−1 → V r

n , mapping
a ∈ )Δn−1 to �

(r)
n−1(a) = �n(Δ(D

c
r )(a)).

Let Y = V r
n ∪)�(r)n−1

Δn−1. Since V r
n and the r-th face ▿n−1 of )▿n are closed inside )▿n, the set-theoretic

decomposition )▿n = V r
n ∪ ▿n−1 is a topological union. Therefore there is a map f ′ ∶ Y → )▿n obtained

by mapping an element of V r
n to itself, and a ∈ Δn−1 to �n(Δ(Dc

r )(a)).
We then consider a map )′�n ∶ )Δn → Y given by mapping the r-th face identically to the copy of

Δn−1 just added, and by applying �n to the other faces. In formulae, a = (a0,… , an) ∈ )Δn is mapped to
(a0,… , ar−1, ar+1,… , an) ∈ Δn−1 if ar = 0, and to �n(A) ∈ V r

n otherwise. We let Z = Y ∪)′�n Δn. Again
because )▿n is closed inside ▿n, we can write ▿n as a topological union (V r

n ∪ ▿n−1) ∪ ▿n and there is a
map f ′′ ∶ Z ↪ ▿n obtained by gluing f ′ ∶ Y → ▿n with �n ∶ Δn → ▿n. Clearly, the restriction of f ′′ to
V r
n is the inclusion map V r

n → ▿n.
The inclusion map V r

n ↪ Z being a relative CW-complex, proving that the inclusion V r
n → ▿n is a Cole

cofibration amounts to proving that f ′′ is an homotopy equivalence.
We post-compose it with pn ∶ ▿n → Δn and get a map

Z = (V r
n ∪ Δn−1) ∪ Δn

p′
→ (Λrn ∪ Δn−1) ∪ Δn = Δn

equal to pn on V r
n and to the identity map on the rest This map p′ admits a section �′ defined by �n on Λrn

and to the identity map on the rest. In order to prove that �′◦p′ is homotopic to the identity map, we build
HZ ∶ I ×Z → Z via the decomposition

I ×Z = (I × V r
n ) ∪ (I × Δn−1) ∪ (I × Δn)

gluing the map Hn of Proposition 4.2 on I × V r
n with the identity map on the two other parts. This is

possible because ∀a ∈ Δn Hn(t, �n(a)) = �n(a) by Proposition 4.2. This provides an homotopy proving
that p′ = pn◦f ′′ is an homotopy equivalence. Since pn is an homotopic equivalence so is f ′′ by the 2-out-
of-3 principle and this proves the claim.
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