
Numerical Geodynamics

An introduction to computational methods
with focus on solid Earth applications

of continuum mechanics

A set of lecture notes and problem sets for
USC GEOL540 Geodynamics

Thorsten W. Becker
Department of Earth Sciences

University of Southern California
Los Angeles CA, USA

Boris J. P. Kaus
Department of Earth Sciences
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Chapter 1

Preliminaries

1.1 Acknowledgments

Parts of these course notes follow the treatment in the numerical analysis lecture notes bySpiegel-
man(2004), the textbook byPress et al.(1993) on numerical analysis, and the textbook byHughes
(2000) on finite element methods.

The finite difference exercises and the scaling homework assignment are loosely based on an
ETH Zürich course taught by Yuri Podladchikov. Most of the finite element exercises are built
directly on theMILAMIN Matlab software which is openly distributed byDabrowski et al.(2008).
The multigrid problem set is based on an exercise byZhong(2008), and one of the elasticity finite
element exercises is inspired by a Numerical Analysis classtaught by Harro Schmeling at Frankfurt
University in 1997. Students who took the class at USC Earth Sciences in the Fall of 2005 and
2008 provided valuable feedback.

Partial funding for course development was provided by the US National Science Foundation
under CAREER grant EAR-0643365.

1.2 Availability and contact

This PDF, its Latex source files and figures, as well as additional material for this class are avail-
able at the USC GEOL540 course web site
http://geodynamics.usc.edu/˜becker/teaching-540.htm l .
In particular, the Matlab problem sets mentioned below are available at
http://geodynamics.usc.edu/˜becker/teaching/540/mat lab_problem_sets_usc_geol540.tgz .
Please send an email to Thorsten Becker (thorstinski -at- gmail.com) for any comments and ques-
tions.
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CHAPTER 1. PRELIMINARIES

1.3 Abbreviations used

BC Boundary conditions

FD Finite differences

FE Finite elements

IC Initial condition

ODE Ordinary differential equation

PDE Partial differential equation
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CHAPTER 1. PRELIMINARIES

1.4 Course objectives

Assuming the use of open, community software will continue to increase over the next years,
geodynamics as a field faces the challenge to educate students in numerical analysis basics without
having each PhD student write their own code. This class is supposed to help address this challenge
and is geared towards all Earth science or engineering students. At the time of developing the class
and lecture notes, no adequate textbook existed (but seeGerya, 2009; Ismail-Zadeh and Tackley,
2010). This is why we developed our own set of documents for open web dissemination in the
hope that they are useful.

The lecture notes and problems sets that are compiled in thisdocument1 form the basis of a
one-semester, graduate level class at the University of Southern California that is geared towards
students from both geology and geophysics. The goal is to introduce some of the fundamental con-
cepts of numerical analysis within the context of solid Earth, mantle dynamics type of problems.
The class includes regular lectures but is centered around hands-on, programming exercises using
Matlab (see sec.1.4.1). 2 As presented here, the class covers the solution of ordinarydifferential
equations briefly, and then spends about equal time on finite difference and finite element methods
for the solution of partial differential equations as they arise in continuum mechanics.

Students should ideally have had significant exposure to calculus, some linear algebra, a classic,
introductory geodynamics (or continuum/rock mechanics) course (e.g., based on theTurcotte and
Schubert, 2002, text), and have some introductory level knowledge of computer programming and
Matlab. Earth science students have diverse backgrounds and often do not fulfill all of these math
and programming prerequisites. We like to err on the side of learning by doing and supporting
a broad group of students, and therefore also provide basic primers on calculus, linear algebra,
continuum mechanics, and computer programming. The first week is spent learning some basic
Matlab skills. The students are then guided through increasingly more involved programming
using the problem sets as examples.

The class is an attempt at a self-contained introductory survey of numerical modeling. This
necessitates skimming over many technical or theoretical issues (for example, no mathematical
proofs are given), and we also cannot give much room to the discussion of alternative, or cut-
ting edge numerical methods. As such, PhD students at USC with a geophysical background are
encouraged to take more theoretically advanced classes in addition to this introductory course.

Our goal is to provide all students with a sufficient working knowledge to solve simple re-
search problems by reusing the Matlab codes introduced in problem sets, or by writing their own
software. If complex 3D problems are to be solved, students will often go on to use existing,
shared software, such as the codes distributed by the Computational Infrastructure for Geodynam-
ics (http://geodynamics.org ). The basic insights into numerical analysis that are conveyed
in this class should help make students educated and empowered users and developers of such

1The accompanying Matlab problem sets can be found at
http://geodynamics.usc.edu/˜becker/teaching-540.htm l ,
and a solved set of problem sets for instructors can be obtained by contacting TWB atthorstinski-at-gmail.com .

2We chose Matlab because of its ease in developing and debugging software and built-in visualization capabilities.
The fact that the language is interpreted, and not compiled,does somewhat limit the scope of the applications of the
solution methods discussed in class, pretty much to 2D problems, yet at high efficiencies (e.g.Dabrowski et al., 2008).

USC GEOL540 7 Numerical Geodynamics
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CHAPTER 1. PRELIMINARIES

software.
Thorsten Becker and Boris Kaus, June 2010

1.4.1 Example syllabus

As an example for how the lecture notes and problem sets can becombined into a one semester
course, we provide the syllabus as the class was taught in theFall of 2008. Each week, the class met
for a three hour slot which typically consisted of some formal instruction by means of lectures and
joint Matlab problem-set exercises in a computer lab. Some weeks, all class time is spent working
on problem sets. The class culminates in a three week final project part where students are to
either write their own code or combine codes used in class (for example, combine advection and
diffusion solvers, and further with a Stokes solver to arrive at a self-contained convection code).

1. Introduction (chap.3)

1.1 Overview of numerical methods in Earth Sciences (sec.3.1)

1.2 Examples of applications for numerical methods in EarthSciences (sec.3.2)

1.3 Computer hardware, Computer Language, Principles of Programming (sec.3.3)

1.4 Exercise: Matlab programming (sec.3.4)

Notes: Introduction Handout, Math Problem set, Matlab

2. Ordinary differential equations (sec.4)

2.1 Definition of ODEs (sec.4.1)

2.2 Initial value problems (sec.4.2)

2.3 Euler method, Taylor expansions, Accuracy of numericalmethods, Midpoint method,
4th order Runge Kutta. sec.4.3)

2.4 Exercise: Program and solve Lorentz equations (end of sec. 4.3).

Notes: ODEs Problem set, ODEs

3. Scaling analysis(sec.2.3); Non-dimensionalization; Non-dimensional numbers (Rayleigh,
Prandtl, Peclet, Reynolds, Deborah). Stokes velocities for Newtonian and non-Newtonian
rheology; shear layers.

Notes/problem set: Scaling

4. Finite differences I (sec.5.1): 1-D heat equation. Explicit solution of diffusion problems.
Stability.

Notes/problem set: Explicit FD

USC GEOL540 8 Numerical Geodynamics



CHAPTER 1. PRELIMINARIES

5. Finite differences II (sec.5.2): Implicit methods. Crank-Nicolson method. Order of spatial
and temporal accuracy. Stability conditions. Neumann and Dirichlet boundary conditions.
Sparse matrices, triangularity. Linear systems of equations. Heat equation in 1-D.

Notes/problem set: Implicit FD methods

6. Finite differences III (sec.5.3): Non-linear equations. Darcy flow equation for pressure-
dependent diffusivity. Two-dimensional heat equation, solution with fully explicit and fully
implicit methods (sec.5.4). Comparison with analytical solutions.

Notes/problem set: Non-linear and 2-D FD methods

7. Finite differences IV (sec.5.5): Advection equation for heat transport. FTCS method and
stability. Lax method, Courant criterion. Upwind schemes.Staggered leapfrog. Semi-
Lagrangian methods. Advection-diffusion combos in 2-D, operator splitting.

Notes/problem set: Advection equations and combos

8. Finite elements I (sec.6.1): Introduction to the finite element method. Strong and weak
forms of PDEs. Discretization of domains into finite elements. Shape functions. Bilin-
ear forms. Variational approaches, virtual work. Galerkinmethod. One-dimensional heat
equation example.

Notes: FE Intro

9. Finite elements II (sec.6.2): Local and global coordinate systems. Change of variables
during integration. Matrix assembly. Solution of linear systems of equations, direct and
iterative methods. LU decomposition, Cholesky. Jacobi, Gauss-Seidel, Conjugate gradient,
and multigrid methods.

Notes: FE Implementation Problem set: 1-D FE implementation and matrix inversion

10. Finite elements III (sec.6.4): 2D boundary value problems. Isoparametric elements. Jaco-
bian; global and element-local coordinates. Numerical integration using Gauss quadrature.
Triangular and quadrilateral shape functions. Meshing using triangles. Solution of 2-D heat
equation.

Notes: FE 2D, time dependent solution Problem set: 2-D FE heat equation

11. Finite elements IV (sec.6.6): Compressible elastic problems. Elastic moduli, plane stress,
plane strain. Gradient operator, elasticity matrix, engineering strain convection. Visualiza-
tion of stress states, eigensystems.

Problem set: 2-D FE elastic

12. Finite elements V(sec.6.8& 6.7): Compressible and incompressible elasticity and Stokes
flow. Mixed formulation with discontinuous pressure. Powell-Hestenen iterations.

Notes: Incompressible elastic/fluid problem Problem set: 2-D FE incompressible Stokes

13. Joint project work in computer lab.

USC GEOL540 9 Numerical Geodynamics
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1.4.2 Version history

1.1.1 (November 1, 2010)- minor stylistic changes

1.1 (August 2010)- Introduction: minor corrections and aesthetic modificat ions
to example syllabus.

- (Week 0) Basic Math: added a useful formula to find eigenval ues.
- (Week 1) Exploring Matlab:

- added GUI help and function browser
- minor aesthetic and grammar changes

- (Week 2) Solving ODE’s:
- function for calculating derivatives used in R-K solver

were put in a separate m-file <dydt.m>
- code in <lorenz.m> and <rkstep.m> was changed accordingly

- (Week 3) Scaling:
- suggestion for students to use a table and example headings

- (Week 4) FD Explicit 1-D Heat:
- added detail about CFL (Courant) condition and concept of s tability,

numerical dissipation and aliasing with reference to prope r textbook
and chapter.

- (Week 5) FD Implicit 1-D Heat:
- added requirement that students compare results to previo us schemes
- added requirement that students compare accuracy of diffe rent schemes

near instability region.
- (Week 6) FD Non-Linear and 2-D Heat

- added req that students compare linear and non-linear soln s at each
timestep to visualize the difference.

- (Week 7) FD Advection
- Changed alpha (Courant number) in most <filename.m> to ref lect defn in

notes (it was incorrect before).
- Added blurb about the reason why implicit methods are not a g ood choice

for solving hyperbolic equations.
- Added extra exercise and explanation: implement C-N and mo dified FE

C-N scheme
- Added solution file <exercise_1_c_n.m>
- Added extra exercise and explanation: implement modified Galerkin

Lax-Wendroff scheme
- Added solution file <exercise_1_gLW.m>

- (Week 9) 1-D FE Example
- Added another solver and an explanation:

Successive Over Relaxation <sor.m>
- Added code to implement option to use SOR or MATLAB CG in matl ab_code dir
- Removed code from <heat1dfe.m> and added comments to ensur e that

students write their own stiffness matrix assembly code
- (Week 10) 2-D FE Exercise

- In <thermal2d_test2.m>:

USC GEOL540 10 Numerical Geodynamics



CHAPTER 1. PRELIMINARIES

Removed call to thermal2d_std solver so that students have t o at least
open the file and read through some of the code and learn how to use it.

- (Week 11) 2-D FE Elastic Exercise
- In <elastic2d_test2.m>:

Added comments and hints for the extra boundary condition ca ses required
for the second part of the exercises.

- Cleaned up the figure for the load cases.
- (Week 12) FE 2-D Stokes Flow Exercise

- In <mechanical2d_std.m>:
Removed parts of the code to create the blanks referred to in t ext:
the parameters and the call to the solver.

1.0.3 (June 2010)Stylistic improvements including hyperlinks in PDF.

1.0 (June 2010)Initial completion of PDF lecture notes.

USC GEOL540 11 Numerical Geodynamics



Chapter 2

Review material

2.1 Introductory notes on basic algebra and calculus

This chapter provides a few brief notes on math notation and concepts needed for this course (and
USC classes GEOL440, GEOL534, or GEOL540). Not all conceptsand formulae are presented
in a mathematically rigorous way and you should refer to a math for engineers text for a more
complete treatment. For the remainder of the course, it willbe assumed that you are familiar with
the matter treated in this section, please come and ask me if anything is unclear.

2.1.1 Linear algebra

The dot product

We will make use of thedot product, which is defined as

c = a·b =
n

∑
i=1

aibi , (2.1)

wherea andb are vectors of dimensionn (n-dimensional, geometrical objects with a direction
and length, like a velocity) and the outcome of this operation is a scalar (a regular number),c. In
eq. (2.1), ∑n

i=1 means “sum all that follows while increasing the indexi from the lower limit,i = 1,
in steps of of unity, to the upper limit,i = n”. In the examples below, we will assume a typical,
spatial coordinate system withn = 3 so that

a ·b = a1b1+a2b2+a3b3, (2.2)

where 1, 2, 3 refer to the vector components alongx, y, andz axis, respectively. When we write
out the vector components, we put them on top of each other

a =





a1

a2

a3



=





ax

ay

az



 (2.3)

12



CHAPTER 2. REVIEW MATERIAL

or in a list, maybe with curly brackets, like so:a = {a1,a2,a3}. On the board, I usually write
vectors asa rather thana, (which is used in these sets of lecture notes) because that’s easier. You
may also see vectors printed as bold face letters, like so:a. (In the Einstein summation convention,
we would rewrite∑n

i=1aibi simply asaibi , where summation over repeated indices is implied,i.e.
the∑ is not written.)

We can write the amplitude (or: length,L2 norm) of a vector as

|a|=
√

n

∑
i

a2
i =

√

a2
1+a2

2+a2
3 =

√

a2
x +a2

y +a2
z. (2.4)

For instance, all of the base vectors defining the Cartesian coordinate system,ex, ey, andez have
unity length by definition,|ei |= 1. Thoseei vectors point along the respective axes of the Cartesian
coordinate system so that we can assemble a vector from its components like

a = {ax,ay,az}= axex +ayey +azez. (2.5)

For a spherical system, theer , eθ, andeφ unity vectors can still be used to express vectors but the
actual Cartesian components ofei depend on the coordinates at which the vectors are evaluated.

We can restate eq. (2.1) and give another definition of the dot product,

a ·b = |a||b|cosθ (2.6)

whereθ is the angle between vectorsa andb. The meaning of this is that if you want to know what
component of vectora is parallel tob, you just take the dot product. Say, you have a velocityv
and want the normal velocityvn along a vectorn with |n| = 1 that is oriented rectangular to some
plate boundary, you can usevn = v ·n.

Also, eq. (2.5) only works because the base vectorsei of any coordinate system are, by defini-
tion, orthogonal (at right angle, perpendicular, atθ = 90◦) to each other andei ·ej = 0 for all i 6= j.
Likewise, ei · ei = 1 for all i sincea · a = |a|2, and base vectors have unity length by definition.
Using the Kroneckerδ

δi j = 1 for i = j, and δi j = 0 for i 6= j, (2.7)

we can write the conditions for the basis vectors as

ei ·ej = δi j . (2.8)

Vector or cross product

This operation is written asa×b or a∧b and its result is another vector

c = a∧b (2.9)

that is at a right angle to botha andb (hence the right-hand-rule, with thumb, index, and middle
finger alonga, b, andc, respectively). vectorc’s length is given by

|c|= |a∧b|= |a||b|sinθ, (2.10)
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that is, c is largest whena and b are orthogonal, and zero if they are parallel. Compare this
relationship to eq. (2.6). In 3-D,

c = a∧b =





aybz−azby

azbx−axbz

axby−aybx



 (2.11)

(note that there is noi component ofa or b in the i component ofc, this is the aforementioned
orthogonality property). The cross product can also be written as the determinant of the matrix





ex ey ez

ax ay az

bx by bz



 (2.12)

An example for a cross product is the velocityv at a point with locationr in a body spinning
with the rotation vectorω, v = ω∧ r . The rotation vectorω is different from,e.g., r in thatω has a
spin (a sense of rotation) to it (the other right-hand-rule,where your thumb points along the vector
and your fingers indicate the counter-clockwise motion).

Matrices and tensors

A n×m matrix is a rectangular table of elements (or entries) withn rows andm columns which
are filled with numbers. You will see matrices printed like soA, and we usually indicate them on
the board by double underlining likeA. The elements are referred to asAi j wherei is the row and
j the column. Matrices can be added and or multiplied.

Multiplication of matrix with a scalar

fA = f Ai j = f ×





axx axy axz

ayx ayy ayz

azx azy azz



=





f axx f axy f axz

f ayx f ayy f ayz

f azx f azy f azz



 (2.13)

Multiplication of a matrix with a vector




cx

cy

cz



=





axx axy axz

ayx ayy ayz

azx azy azz



 .





bx

by

bz



=





axxbx +axyby +axzbz

ayxbx +ayyby+ayzbz

azxbx +azyby +azzbz



 (2.14)

or
ci = ∑

j
ai j b j . (2.15)
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Multiplication of two matrices works like this:

C = AB (2.16)

ci j = ∑
k

aikbk j, (2.17)

wherek goes from 1 to the number of columns inA, which has to be equal to the number of rows
in B. Note that, in general,AB 6= BA!

Some special matrices and matrix properties

Quadratic matrices Haven×n rows and columns. All simple physical tensors, such as stress
or strain, can be written as quadratic matrices in 3×3.

Identity matrix 1 = I, i i j = δi j , i.e. this matrix is unity along the diagonal, and zero for all other
elements.

Transpose of a matrix (AT)i j = aT
i j = a ji , i.e. the transpose has all elements flipped by row and

column.

Inverse ofA, A−1 : A−1A = AA−1 = I. If the inverse exists, then(A−1)−1 = A, (AT)−1 = (A−1)T ,
and(AB)−1 = B−1A−1.

Orthogonal or rotation matrices: AAT = ATA = 1

Eigenvalues and vectors: Any n×n symmetric matrixA hasn eigenvectorsvi that correspond
to real eigenvaluesλi such that

Avi = λivi (2.18)

An example is the stress matrix which can be written in the principal axes system, where the
eigenvectors of the Cartesian representation of the stressmatrix are the principal axes. Eigenvalues
can be found using

det(A−λI) = 0 (2.19)

and eigenvectors subsequently by using the first property.

Decomposition Any quadratic tensorA can be decomposed into a symmetric partAs (for which
as

i j = as
ji ) and an anti-symmetric partAa (for which aa

i j = −aa
ji ) like A = As +Aa (Cartesian de-

composition). In the case of the deformation matrixF, we call the symmetric partstrain E (the
infinitesimal strain tensor,ε), and the anti-symmetric part corresponds to a rotationR. Thepolar
decompositionis also of interest; we can writeF = RU = VR whereR is a rotation matrix andU and

V are the right- and left-stretch matrices, respectively, and V =
(

FFT)1/2
. The left-stretch matrix

describes the deformation in the rotated coordinate systemafter the rotationR has been applied to
the body.
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Tensors

The stressσ and strainε are examples of second order (rankr = 2) tensors which, forn = 3, 3-D
operations, have 3r components and can be written asn×n matrices. You will see tensors printed
like so E, and we usually indicate them on the board by double underlining like ε, making no
distinction between tensors and matrices.

Tensors in a Cartesian space are defined by their properties under coordinate transformation. If
a quantityv remains intact under rotation to a new coordinate systemv′ such that

v′i = Li j v j =
3

∑
j=1

Li j v j (2.20)

holds, thenv, a vector, is a first order tensor.Li j may be, for example, a rotation matrix. Likewise,
a second order tensorT is defined by remaining intact after rotation into another coordinate system
where it is expressed asT′ such that

T ′i j = LikTklL jl = ∑
k

Lik ∑
l

TklL jl = LTLT (2.21)

2.1.2 Calculus

Full and partial derivatives

In calculus, we are interested in thechangeor dependenceof some quantity,e.g. u, on small
changes in some variablex. If u has valueu0 at x0 and changes tou0 + δu whenx changes to
x0 +δx, the incremental change can be written as

δu =
δu
δx

(x0)δx. (2.22)

Theδ (or sometimes written as capital∆) here means that this is a small, but finite quantity. If we
let δx get asymptotically smaller aroundx0, we of course arrive at thepartial derivative, which we
denote with∂ like

lim
δx→0

δu
δx

(x0) =
∂u
∂x

. (2.23)

The limit in eq. (2.23) will work as long asu doesn’t do any funny stuff as a function ofx, like
jump around abruptly. When you think ofu(x) as a function (some line on a plot) that depends
on x, ∂u/∂x is the slope of this line that can be obtained by measuring thechangeδu over some
intervalδx, and then making the interval progressively smaller.

We call ∂u
∂x (we also write in shorthand∂xu(x) or u′(x); if the variable is time,t, we also use

u̇(t) for ∂u/∂t) the partial derivative, becauseu might also depend on other variables,e.g. yandz.
If this is the case, thetotal derivative duat some{x0,y0,z0} (we will drop (i.e. not write down)
the explicit dependence on the variables from now on) is given by the sum of the changes in all
variables on whichu depends:

du =
∂u
∂x

dx+
∂u
∂y

dy+
∂u
∂z

dz. (2.24)
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Here, dx and similar are placeholders for infinitesimal changes in the variables. This means that
eq. (2.24) works as long as dx is small enough that a linear relationship betweenδu andδx still
holds. In fact, we can (Taylor) approximateany u(x) aroundx0 by

u(x) = u(x0)+
∂u
∂x

(x0)(x−x0)+
∂2u
∂x2 (x0)

(x−x0)
2

2!
+

∂3u
∂x3 (x0)

(x−x0)
3

3!
. . . (2.25)

Here, ∂2u
∂x2 is the second derivative, the change of the change ofu with x. n! denotes the factorial,

i.e.
n! = 1×2×3× . . .n. (2.26)

So, as long as dx = x−x0 is small, the derivative will work (for well behavedu). For example, if
better approximations are needed,e.g.when the strain tensor is not infinitesimal anymore, quadratic
and higher terms like the one that goes with the second derivative in the series eq. (2.25) and so on
need to be taken into account.

How to compute derivatives Here are some of the most common derivatives of a few functions:

function f (x) derivative f ′(x) comment

xp pxp−1 special case:f (x) = c = cx0→ f ′(x) = 0
wherec, p are constants

exp(x) = ex ex that’s what makeseso special
ln(x) 1/x
sin(x) cos(x)
cos(x) −sin(x)
tan(x) sec2(x) = 1/cos2(x)

If you need to take derivatives of combinations of two or morefunctions, here calledf , g, and
h, there are four important rules (witha andb being constants):

Chain rule (inner and outer derivative):

If f (x) = h(g(x)) (2.27)

f ′(x) = h′(g(x))g′(x), (2.28)

i.e. derivative of nested functions are given by the outer times the inner derivative.

Sum rule:
(a f(x)+bg(x))′ = a f ′(x)+bg′(x) (2.29)

Product rule:
( f (x)g(x))′ = f ′(x)g(x)+ f (x)g′(x) (2.30)
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Quotient rule:

If f (x) =
g(x)
h(x)

(2.31)

f ′(x) =
g′(x)h(x)−g(x)h′(x)

h(x)2 (2.32)

If you need higher order derivatives, those are obtained by successively computing derivatives,
e.g.the third derivative off (x) is

∂3 f (x)
∂x3 =

∂
∂x

(

∂
∂x

(

∂
∂x

f (x)

))

. (2.33)

Say, f (x) = x3, then

∂3x3

∂x3 =
∂
∂x

(

∂
∂x

(

∂
∂x

x3
))

=
∂
∂x

(

∂
∂x

3x2
)

=
∂
∂x

6x = 6. (2.34)

Divergence and curl

Operatorsare mathematical constructs that do something with the entity that is written to their
right. For example, we had earlier introduced thegradient operator, ∇ (the del operator is rep-
resented by the “Nabla” symbol∇), which takes derivatives in all directions and, in a Cartesian
system, is given by∇ = { ∂

∂x,
∂
∂y,

∂
∂z}. Here, we explicitly write the vector symbol around∇ but

sometimes we just write∇ because we know that it’s actually a vector operator. When applied to
scalar field (a distribution of values that depends on spatial location), such as a temperature dis-
tribution T(x,y,z) (meaningT is variable with coordinatesx, y, andz, assumed implicitly for all
properties from now on), thegradientoperation

grad T = ∇T =







∂T
∂x
∂T
∂y
∂T
∂z






(2.35)

generates a vector from the scalar field which points in the direction of the steepest increase inT.
Consider what∇ can do to a vector field. Ifv = {u,v,w} is a velocity field, then thedivergence

(grad dot product) operation on a vector field

div v = ∇ ·v (2.36)

is equivalent to finding the dilatancy (volumetric) strain△ from the strain tensor components
because

△=
∆V
V

= ∑
i

εii = εxx+ εyy+ εzz=
∂u
∂x

+
∂v
∂y

+
∂w
∂z

= ∇ ·v. (2.37)

(

HereV is volume, and∆V volume change and, mind you,εi j = 0.5
(

∂ jui +∂iu j
))

. Eq. (2.37) il-
lustrates that the divergence has to do with sinks and sources, or volumetric effects. The volume
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integral over the divergence of a velocity field is equal to the surface integral of the flow normal
to the surface. (An electro-magnetics example: For the magnetic field: div B = 0 because there
are no magnetic monopoles, but for the electric field:div E = q, with electric chargesq being the
“source”.)

If we take the vector instead of the dot product with the grad operator, we have thecurl or rot
operation

curl v = ∇∧v. (2.38)

The curl is a rotation vector just likeω. Indeed, if the velocity field is that of a the rigid body
rotation,v = ω∧ r , one can show that∇∧v = ∇∧ (ω∧ r) = 2ω.

Second derivatives enter into theLaplaceoperator which appears,e.g.in the diffusion equation:

∇2T =
∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2 (2.39)

Some rules for second derivatives:

curl(gradT) = ∇× (∇T) = 0 (2.40)

div(curlv) = ∇ ·∇×v = 0 (2.41)

Integrals

Taking an integral

F(x) =
Z

f (x)dx, (2.42)

in a general (indefinite) sense, is the inverse of taking the derivative of a functionf ,

F

(

∂ f (x)
∂x

)

= f (x)+c (2.43)

∂
∂x

F

(

∂ f (x)
∂x

)

=
∂
∂x

( f (x)+c) = f ′(x). (2.44)

Any general integration of a derivative is thus only determined up to an integration constant, here
c, because the derivative, which is the reverse of the integral, of a constant is zero.

Graphically, the definite (with bounds) integral overf (x)
Z b

a
f (x)dx= F(b)−F(a) (2.45)

along x, adding up the value off (x) over little chunks ofdx, from the leftx = a to the right
x = b corresponds to the area under the curvef (x). This area can be computed by subtracting the
analytical form of the integral atb from that ata, F(b)−F(a). If f (x) = c (c a constant), then

F(x) = cx+d (2.46)

F(b) = cb+d (2.47)

F(a) = ca+d (2.48)

F(b)−F(a) = c(b−a), (2.49)
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the area of the box(b−a)×c.
Here are the integrals (anti derivatives) of a few common functions, all only determined up to

an integration constantC

function f (x) integralF(x) comment

xp xp+1

p+1 +C special case:f (x) = c = cx0→ F(x) = cx+C
ex ex +C
1/x ln(|x|)+C
sin(x) −cos(x)+C
cos(x) sin(x)+C

There are also a few very helpful definite integrals without closed-form anti derivatives,e.g.

Z ∞

0
e−x2

dx=

√
π

2
(2.50)

A standard math textbook, table of integrals, the Mathematica software, or Wikipedia will be
of help with more complicated integrals.

A few conventions and rules for integration:

Notation: Everything after the
R

sign is usually meant to be integrated over up to thedx, or the
next major mathematical operator if thedx is placed next to the

R

if the context allows:
Z

(a f(x)+bg(x)+ . . .)dx=
Z

a f(x)+bg(x) . . .dx (2.51)

Z

dx f(x) =
Z

f (x)dx (2.52)

Linearity:
Z b

a
(c f(x)+dg(x))dx= c

Z b

a
f (x)dx+d

Z b

a
g(x) (2.53)

Reversal:
Z b

a
f (x)dx=−

Z a

b
f (x)dx (2.54)

Zero length:
Z a

a
f (x)dx= 0 (2.55)

Additivity:
Z c

a
f (x)dx=

Z b

a
f (x)dx+

Z c

b
f (x)dx (2.56)
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Product rules:
Z

f ′(x) f (x)dx =
1
2

( f (x))2 +C (2.57)
Z

f ′(x)g(x)dx = f (x)g(x)−
Z

f (x)g′(x)dx (2.58)

Quotient rule:
Z

f ′(x)
f (x)

dx= ln | f (x)|+C (2.59)
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2.2 Continuum mechanics primer

The preparatory class for GEOL540 is GEOL534 Lithospheric Deformation where continuum me-
chanics is discussed in the context of geodynamics with focus on the lithosphere; a good reference
for such problems isTurcotte and Schubert(2002). However, here is a short and extremely sim-
plified review of basic continuum mechanics as it pertains tothe remainder of the class. You may
wish to refer to our math review if notation or concepts appear unfamiliar, and consult chap. 1 of
Spiegelman(2004) for some clean derivations.

2.2.1 Definitions and nomenclature

• Coordinate system.x = {x,y,z} or {x1,x2,x3} define points in 3D space. We will use the
regular, Cartesian coordinate system throughout the classfor simplicity.

Note:Earth science problems are often easier to address when inherent symmetries are taken
into account and the governing equations are cast in specialized spatial coordinate systems.
Examples for such systems are polar or cylindrical systems in 2-D, and spherical in 3-D.
All of those coordinate systems involve a simpler description of the actual coordinates (e.g.
{r,θ,φ} for spherical radius, co-latitude, and longitude, insteadof the Cartesian{x,y,z})
that do, however, lead to more complicated derivatives (i.e. you cannot simply replace∂/∂y
with ∂/∂θ, for example). We will talk more about changes in coordinatesystems during the
discussion of finite elements, but good references for derivatives and different coordinate
systems areMalvern(1977), Schubert et al.(2001), or Dahlen and Tromp(1998).

• Field (variable). For exampleT(x,y,z) or T(x) – temperature field – temperature varying in
space.

• Indexed variables. For example, the velocity fieldv(x) = vi with i = 1,2,3 implies{v1,v2,v3},
i.e. three variables that are functions of spacex = {x1,x2,x3}.

• Repeated indices indicate summation over these components(also called Einstein summa-
tion convention).

∂vi

∂xi
with i = 1,2,3 implies

3

∑
i=1

∂vi

∂xi
=

∂v1

∂x1
+

∂v2

∂x2
+

∂v3

∂x3
(2.60)

• In a Eulerian frameone uses a reference system for computations that is fixed in space, for
example a computational box in which we solve for advection of temperatureT in a velocity
field v. Local changes in,e.g., temperature are then given by

DT
Dt

=
∂T
∂t

+v∇T =
∂T
∂t

+vi
∂T
∂xi

, (2.61)

whereD/dt is the total derivativethat we would experience if we were to ride on a fluid
particle in the convection cell (Lagrangianreference frame).D/Dt takes into account local
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changes in a property with time (e.g.due to radioactive heating forT) as well as advection
of temperature anomalies by means ofv in and out of our local observation point.

• Tensor= indexed variable + the rule of transformation to another coordinate system.

• Useful tensor – theKroneckerδ (delta), in 3D:

δi j =





1 0 0
0 1 0
0 0 1



 . (2.62)

• Traction= a force per unit area acting on a plane (a vector).

• Mean stress (= −pressure,p), strain:−p = σ̄ = σii/3 = tr(σ)/3, ε̄ = εii/3 = θ (also called
dilatation).

• Traction/stress sign convention. Compression is negativein physics, but usually taken posi-
tive in geology. Pressure is always positive compressive.

• Deviatoric stress, strain:τ = σ̃ = σi j − σ̄δi j , ε̃ = εi j − ε̄δi j .

2.2.2 Stress tensor

• A matrix, two indexed variables, tensor of rank two:

σi j =

(

σ11 σ12

σ21 σ22

)

(2D) (2.63)

σi j =





σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33



(3D). (2.64)

• Meaning of the elements: Each row are components of the traction vectors acting on the
coordinate plane normal to the respective coordinate axis,the diagonal elements are normal
stresses, and off-diagonal elements are shear stresses.

σi j : force/area (traction) on thei plane (plane with normal aligned with thei-th coordinate
axis) along thej direction.

• Special properties: Symmetric,i.e. σi j = σ ji . This means that only six components ofσ
need to be stored during computations since the other three can be readily computed.Note:
There are different convention for the order of storing elements ofσ (e.g.diagonal elements
first, then off-diagonal; alternatively, upper right hand side ordering).
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• Cauchy’s formula: if you multiply the stress tensor (treated as a matrix) by a unit vector,n j ,
which is normal to a certain plane, you will get the traction vector on this plane (see above):

T(n)i = σi j n j =
3

∑
j=1

σi j n j (2.65)

• In a model, the stress tensor is usually computed by solving the equilibrium equations.

Note: The number of equilibrium equations is less than the numberof unknown stress tensor
components.

2.2.3 Strain and strain rate tensors

• A matrix, two indexed variables, tensor of rank two, like thestress matrix.

• Meaning of the elements: Diagonal elements are elongation (rate),i.e. the relative changes
of length in coordinate axes directions), off-diagonal elements are shears,i.e. deviations
from 90◦ of the angles between lines coinciding with the coordinate axes directions before
deformation.

• Special properties: symmetric.

• Strain and strain-rate tensors are a measure of the infinitesimal (small, of order %, as opposed
to finite, i.e. large) deformation (rate). Strain and strain-rates connect to stress (forces) via
the rheological (constitutive) relationships.

• Computed from the spatial gradients of displacementsu and velocitiesv for strain and strain-
rate, respectively.

εi j =
1
2

(

∂ui

∂x j
+

∂u j

∂xi

)

(2.66)

ε̇i j =
1
2

(

∂vi

∂x j
+

∂v j

∂xi

)

(2.67)

=











∂v1
∂x1

1
2

(

∂v1
∂x2

+ ∂v2
∂x1

)

1
2

(

∂v1
∂x3

+ ∂v3
∂x1

)

1
2

(

∂v2
∂x1

+ ∂v1
∂x2

)

∂v2
∂x2

1
2

(

∂v2
∂x3

+ ∂v3
∂x2

)

1
2

(

∂v3
∂x1

+ ∂v1
∂x3

)

1
2

(

∂v3
∂x2

+ ∂v2
∂x3

)

∂v3
∂x3











(2.68)

• Note: The number of velocity components is smaller than the number of strain rate compo-
nents.

• Note: Engineering strain,γ, is often used by commercial finite element packages andγ =
2εxy.
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2.2.4 Constitutive relationships (rheology)

• A functional relationship between second rank tensors for kinematics (̇ε, ε) and dynamics
(forces,σ). For example,

Elastic: σi j = λεkkδi j +2µεi j

Incompressible viscous:σi j =−pδi j +2ηε̇i j

Maxwell visco-elastic (for deviators): ε̇i j =
˜̇σi j
2µ +

σ̃i j
2η

Here,λ,µ are elastic moduli (for an isotropic medium, there are two (bulk and shear) inde-
pendent moduli which can be related to all other commonly used parameters such as Pois-
son’s ratio). η is (dynamic, shear) viscosity, bulk viscosities are usually assumed infinite.
Sometimes, kinematic viscosityν = η/ρ is used.

• To solve a problem starting from the equilibrium equations for force balance, one can replace
stress by strain (rate) via the constitutive law, and then replace strain (rate) by displacement
(velocities). This results in a “closed” system of equations in “fundamental” variables, mean-
ing that the number of equations is equal to the number of unknowns, the basic displacements
(velocities).

• Material parameters for solid Earth problems can ideally beobtained by measuring rheolo-
gy in the lab. Alternatively, indirect inferences from seismology or geodynamic modeling
augmented by constraints such as post-glacial rebound needto be used.

• There are three major classes of rheologies:

– Reversible elastic rheology at small stresses and strains over short time scales.

– Irreversible fluid flow (creep) at large strains and over longtime scales. Examples are
Newtonian viscous (rate-independent) or power-law (rate/stress dependent) rheology;
usually thermally activated. Intermediate stress levels.

– Rate-independent (instantaneous), catastrophic yielding at large, limit stresses. Pres-
sure sensitive, often temperature independent. Also called plastic, or frictional (brittle),
behavior. Important for cold material over long time-scales.

2.2.5 Deriving a closed system of equations for a problem

Conservation laws

Conservation of mass (continuity equation)

∂ρ
∂t

+∇(ρv) =
∂ρ
∂t

+
∂(ρvi)

∂xi
= 0, (2.69)
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whereρ is density andv velocity. For an incompressible medium, this simplifies to

∇ ·v = 0 or
∂vi

∂xi
=

3

∑
i=1

∂vi

∂xi
= 0. (2.70)

In 2D, the incompressibility constraint can be incorporated by solving for astream function(see
the Lorenz problem) instead of the actual velocities. If, instead, the fundamental variablesv are
solved for, special care needs to be taken to ensure eq. (2.70) holds.

Conservation of momentum (equilibrium force balance)

Dv
Dt

= ∇σ+ρg, (2.71)

or

Dvi

Dt
= ρ

(

∂vi

∂t
+v j

∂vi

x j

)

=
∂σi j

∂x j
+ρgi (2.72)

whereg is gravitational acceleration.

Conservation of energy
(

∂E
∂t

+v j
∂E
x j

)

+
∂qi

∂xi
= ρQ (2.73)

whereE is energy,qi the energy flux vector, andQ an energy source (heat production).

Thermodynamic relationships

Energy (heat) flux vectorvrs. temperature gradient (Fick’s law)

qi =−k
∂T
∂xi

(2.74)

wherek is the thermal conductivity.

Equation of state 1 (“caloric” equation)

E = cpρT (2.75)

wherecp is heat capacity, andT is temperature.If all material parameters are constant (homoge-
neous medium), we can then write conservation of energy as

DT
Dt

=
∂T
∂t

+v ·∇T = κ∇2T +H (2.76)
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or
∂T
∂t

+v j
∂T
∂x j

= κ
∂

∂xi

∂
∂xi

T +H = κ∑
i

∂2T

∂x2
i

+H (2.77)

with H = Q/ρ and the thermal diffusivity

κ =
k

ρcp
. (2.78)

Equation of state 2: relationships for the isotropic parts of the stress/strain tensors

ρ = f (T, p) (2.79)

wherep is pressure (note:ρ = ρ0εkk).

Equation of state 3: Boussinesq approximation assumes the material is incompressible for
all equations but the momentum equation where density anomalies are taken to be temperature
dependent

∆ρ = αρ0∆T, (2.80)

with α the thermal expansivity and∆ρ the density difference from reference stateρ0 for tempera-
ture difference∆T from reference temperatureT.

2.2.6 Summary: The general system of equations for a continuum media in
the gravity field.

∂ρ
∂t

+
∂ρvi

∂xi
= 0 (2.81)

ρ
(

∂vi

∂t
+v j

∂vi

x j

)

=
∂σi j

∂x j
+ρgi (2.82)

(

∂E
∂t

+v j
∂E
x j

)

+
∂qi

∂xi
= ρQ (2.83)

E = cpρT (2.84)

ρ = f (T,P) (2.85)
˜̇εi j = R( ˜̇σi j , σ̃i j ) (2.86)

qi = −k
∂T
∂xi

(2.87)

whereρ is density,vi velocity,gi gravitational acceleration vector,E energy,qi heat flux vector,Q
an energy source (heat production,e.g.by radioactive elements),c is heat capacity,T temperature,
p pressure andk thermal conductivity.R indicates a general constitutive law.

Known functions, tensors and coefficients: gi, cp, f (. . .), ρ0 , R(. . .), andk
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Unknown functions: ρ, vi , p, σ̃i j , qi, andT. The number of unknowns is thus equal to the
number of equations.

Example: The Stokes system of equations for a slowly moving incompressible linear viscous
(Newtonian) continuum

∂vi

∂xi
= 0 (2.88)

∂σi j

∂x j
+ρ0gi = 0 (2.89)

ρ0cp

(

∂T
∂t

+v j
∂T
x j

)

=
∂

∂xi

(

k
∂T
∂xi

)

+ρ0Q (2.90)

˜̇εi j =
σ̃i j

2η
(2.91)

σi j =−pδi j + σ̃i j (2.92)

Major simplifications: No inertial (Dρ/Dt) terms (infinite Prandtl number, see non-dimensional
analysis), incompressible flow, linear viscosity.

2D version, spelled out

Choice of coordinate system and new notation for 2D:

gi = {0,−g}, xi = {x,z}, vi = {vx,vz}, σi j =

(

σxx σxz

σzx σzz

)

(σzx = σxz).

The 2D Stokes system of equations (the basis for basically every mantle convection/lithospheric
deformation code):

∂vx

∂x
+

∂vz

∂z
= 0 (2.93)

∂σxx

∂x
+

∂σxz

∂z
= 0 (2.94)

∂σxz

∂x
+

∂σzz

∂z
−ρg = 0 (2.95)

σxx = −p+2η
∂vx

∂x
(2.96)

σzz = −p+2η
∂vz

∂z
(2.97)

σxz = η
(

∂vx

∂z
+

∂vz

∂x

)

(2.98)

ρ0cp

(

∂T
∂t

+vx
∂T
∂x

+vz
∂T
∂z

)

= k

(

∂2T
∂x2 +

∂2T
∂z2

)

+ρ0Q (2.99)
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2.3 Scaling analysis and non-dimensional numbers

Reading

• Spiegelman(2004), sec. 1.4

• Turcotte and Schubert(2002), Google, and Wikipedia for reference and material parameters

2.3.1 Introduction

Scaling analysis

Scaling analysis refers to order of magnitude estimates on how different processes work together
if we are interested in getting a quick idea of the values thatare of relevance for a problem. For
example, shear stressτ for a Newtonian viscous rheology with viscosityη is given by

τ = 2ηε̇ (2.100)

whereε̇ is the strain-rate. Say, we wish to estimate the shear stressin a part of the crust that we
know is being sheared at some (e.g.plate-) velocityv over a zone of widthL. The strain-rate in
3-D is really a tensor with 3×3 components that depends on the spatial derivatives of the velocity
like so

ε̇i j =
1
2

(

∂ui

∂x j
+

∂u j

∂xi

)

, (2.101)

and has to be either constrained by kinematics or inferred for the full solution. However, for our
problem, we only need a “characteristic” value,i.e. correct up to a factor of ten or so. Strain-rate
is physically the change in velocity over length, and the characteristic strain-rate is then given by

ε̇ ∝
v
L

(2.102)

where∝ means “proportional to”, or “scales as”, to indicate that eq. (2.102) is not exact. Assuming
we know the viscosityη, we can then estimate the typical stress in the shear zone to be

τ ∝ 2η
v
L
. (2.103)

If you think about the units of all quantities involved (“dimensional analysis”), then this scaling
could not have worked out any other way. Viscosity is Pa s (stress times time), velocity m/s (length
over time), so stress=Pa s m/(s m)=Pa as it should be. (We will always use SI units unless it’s
inconvenient for Earth applications, where we might use multiples of SI units such as cm/yr instead
of m/s for velocities.)
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Non-dimensionalization

A complementary approach that also takes into account the order of magnitude of variables is
to simplify the governing equations by defining “characteristic” quantities and then dividing all
properties by those to make them “non-dimensional”. This way, the non-dimensional quantities
that enter the equation on their own should all be of order unity so that the resulting collection of
parameters in some part of the equation measures their relative importance.

A classic example for this is based on the Navier Stokes equation for an incompressible, New-
tonian fluid. When body forces driving flow are due to temperatureT fluctuations in (the Earth’s)
gravitational field

ρ
Dv
Dt

=−∇pd +η∇2v+ρ0αTg (2.104)

whereD is the total, Lagrangian derivative (D = ∂/∂t +v ·∇), v velocity,∇ the Nabla derivative
operator∇ = {∂/∂x,∂/∂y,∂/∂z}, t time, pd the dynamic pressure (without the hydrostatic part),
η the viscosity,ρ0 reference density,α, andg gravitational acceleration. One can now choose
(as mentioned as for the Lorenz equations) typical quantities that can be derived from the given
parameters such as a∆T temperature difference, a fluid box heightd, and some choice for the
timescale. All other characteristic values for physical properties can then be derived from those
choices.

A typical one is to use the diffusion time that can be constructed from the thermal diffusivity,
κ, in the energy equation

DT
dt

= κ∇2T (2.105)

(no heat sources) that couples with the momentum equation, eq. (2.104). Becauseκ has units of
length2/time, any diffusion-related time scaletd for a given lengthd has to work out like

td ∝ d2/κ (2.106)

(see above). Using the characteristic quantitiesfc which result from this scaling for all variables
in eq. (2.104) and eq. (2.105), e.g.

vc =
d
tc

ε̇c =
vc

d
τc = ηε̇c Tc = ∆T (2.107)

we divide all variables (spatial and temporal derivatives are dealt with like space and time variables)
to make them unit-less, non-dimensionalf ′ = f/ fc, and eq. (2.104) can then be written as

1
Pr

D′v′

D′t ′
=−∇′p′+(∇′)2v′−RaT′ez (2.108)

where we’ve usedg = gez. Often, we just drop the primes and write the equation like so

1
Pr

Dv
Dt

=−∇p+∇2v−RaTez (2.109)

where it is implied that all quantities are used non-dimensionalized. This equation may still be
hard to solve, but at least we now have sorted all material parameters into two numbers,RaandPr.
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Note: The non-dimensional versions of the equations are also the best choice if you want to
write a computer program for a physical problems. Using non-dimensionalized equations, all terms
should be roughly of order unity, and the computer will not have to multiply terms that are very
large in SI units (e.g.η) with those that are very small, reducing round-off error (e.g.v, what is
the order of magnitude ofη and of|v| for mantle convection?). This also means that when some
geophysicist’s convection code spits out, say, velocities, you will have to check what units those
have, and more often than not you’ll have to multiply by thevc from above to get back m/s, which
you’ll then convert to cm/yr. You’ll also note that a few geodynamics papers will not provide the
scaled quantities used so that you can go back to SI units; sometimes this is because the values
used for the parameters in the models stray significantly from typical Earth values.

Going back to eq. (2.109), all material parameters have been collected in two unit-less numbers
after non-dimensionalization, the Prandlt number,

Pr =
η

ρκ
(2.110)

and the Rayleigh number

Ra=
ρ0gα∆Td3

κη
. (2.111)

Particularly the latter is key for mantle convection, and both are discussed below. Fluid dynamics is
full of these non-dimensional numbers which are usually named after some famous person because
they are so powerful. Any fluid that has the sameRaandPr number as another fluid will behave
exactly the same way in terms of the overall style of dynamics, such as the resulting average
temperature structure and up and downwelling morphology.

The actual time scales of convection,e.g., may, however, be very different for two systems at
the same Rayleigh number (because ofvc being different). This behavior allows, for example, to
conduct analog, laboratory experiments of mantle convection (e.g.Jacoby and Schmeling, 1981).
When conducting such experiments, care needs to be taken that all relevant non-dimensional num-
bers agree between the real Earth problem and the laboratoryexperiment (e.g.Weijermars and
Schmeling, 1986). Also, when changing length scales and material, different physical effects such
as surface tension may matter in the lab, while they are irrelevant for mantle convection in general
(see,e.g., sec. 6.7 ofRicard, 2007, for a discussion of Mahagoni convection).

From an analytical point of view, if the non-dimensional quantities are either very large or very
small, we can simplify the full equations to more tractable special cases. For a nice and more
comprehensive treatment of this section, you may want to refer to Ricard (2007) (the PDF is on
our web page).

2.3.2 Problems

1. For all of the following non-dimensional numbers, discuss briefly (2-3 sentences) the pro-
cesses which these numbers measure,e.g.by contrasting system behavior forTh = 0 and
Th= ∞, whereTh is some non-dimensional number.

For each number, give numerical estimates for the Earth, at the present day. Document your
choices for individual parameters before computing joint quantities, mention where you got
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the estimates from, and what the implications for Earth in terms of the dynamics are. A neat
way to organize this might be to use a table for each dimensionless number with appropriate
headings (e.g.Parameter, estimate, reference).

You might have to look up definitions and other reference material, e.g. in a geodynamics
text, or on google (note: don’t trust everything on the web . . . ). There are no unique answers
for this part of the problem set, and you will often have to decide on an example problem
for which you’ll pick a characteristic quantity such as length. Some answers are actively
debated in the literature.

1.1 Rayleigh number for whole and upper mantle convection.

1.2 Peclet number for ridges, slabs, and general mantle convection. The Peclet number is
defined as

Pe=
dv
κ

(2.112)

with characteristic lengthd, velocityv, and thermal diffusivityκ.

1.3 Prandtl number for the mantle and the atmosphere. Once you’ve figured out the mean-
ing of the Prandtl number, think of the different response ofthe mantle to an applied
pulse of change in plate motion, compared to an applied pulseof heating.

1.4 Reynolds number for the mantle, the ocean, and a tornado.The Reynolds number is
defined as

Re=
vd
ν

=
vdρ
η

. (2.113)

Note: Take care to distinguish between velocityv, kinematic viscosityν = η/ρ and
dynamic viscosityη.

1.5 Deborah number for a pancake of the subducting oceanic lithosphere. The Deborah
number can be defined as

De=
tr
tp

(2.114)

where you can use a Maxwell time

tM =
η
µ

(2.115)

for the relaxation timetr , andtp is the time scale of observation. The Maxwell time
measures the visco-elastic relaxation time of a body with viscosityη and shear modulus
µ (think post-glacial rebound).

• What are characteristic Maxwell times for the crust? The upper mantle?

2. 2.1 Consider a solid, sinking sphere of radiusa in a fluid of viscosityη and gravitational
pull g, and a density contrast between sphere and fluid of∆ρ. Solve for the approximate
sinking velocity of this “Stokes” sinker by equating the gravitational pull forceFP =
∆Mg=V∆ρg with the shear force acting on the sphere’s areaA, FS∝ τA ∝ Aηε̇c. Here,
I’ve used∆M for the mass anomaly, andV for the volume of the sphere. All equations
follow from F = maand stress = force / area and some geometry.
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2.2 For flow induced by a Stokes sinker, does the stress scale with η and/or∆ρ? How does
that compare with the velocities?

2.3 Estimate the Stokes velocity by dimensional analysis asin (a), but now assuming that
the viscosity of the fluid obeys a power-law,

τn ∝ ηε̇ (2.116)

(for rocks,n∼ 3) instead of
τ ∝ ηε̇ (2.117)

for Newtonian creep as assumed above. (These equations are written sloppily and don’t
have the right units. For correct units, consider a relationship likeτ(τ/µ)n−1 = ηε̇, but
you may use eq. (2.116) for the scaling analysis.)

2.4 Estimate the rise velocity of a plume head large enough tocause the Deccan traps.

3. You are moving the top of a fluid layer of heightd at constant speedv(z = d) = v0, and
the fluid is held fixed at the bottom atz= 0. In this case, the laminar solution for the flow
velocity is a linear decrease of velocity with depth tov(0) = 0 at the bottom.

3.1 What material parameters set the stress in the fluid? Whatdetermines the strain-rate
and how does it vary with depth?

3.2 Now consider two fluid layers, with the top fluid viscositylarger than the bottom one
by a factor of two. Sketch the solution for the dependence ofv(z).

4. Using dimensional analysis, such as used above for the Stokes sinker, estimate the velocity
of a volcanic eruption (see Figure below for parameters).
Hint: You might want to proceed by first using the equations for laminar, pressure-driven
(look up “Hagen-Poiseuille”) flow in a pipe of radiusR , and then estimate the pressure dif-
ference from the Figure below.

ρm

ρs

ηm

H h

v

g
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Introduction to Numerical Geodynamics

3.1 Numerical methods in the Earth Sciences

3.1.1 Philosophy

• Avoid black boxes (e.g.commercial codes) in general. They may or may not do what you like
them to do; if they don’t, you’re out of luck because if you cannot modify the source code.
Exception for “good” black boxes are matrix solver and linear algebra packages, generally
speaking (but see sec.6.3.3).

• Create, or understand, as much code and theory as possible yourself, no matter if you are
geophysicist or geologist.

• There is no “Easy” button, but you don’t have to be a math-whizeither!

3.1.2 Goals of this course

• Provide you with a basic understanding of numerical modeling, using solid Earth science
problems as an example.

• Solve simple research problems using tools presented in class along with those you write
yourself. Start thinking about a final project!

• Help you become an informed, empowered user and creator of numerical codes.

• Introduce some math and computer science along the way.

This course cannot

• be mathematically throrough (no proofs, etc.)

• be comprehensive

• be cutting edge

because we need to cover a lot of ground.
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3.1.3 Textbooks and reading

• These lecture notes and handouts (available at
geodynamics.usc.edu/˜becker/preprints/Geodynamics54 0.pdf )

• Myths and Methods in Modelingby Spiegelman(2004)

• Matlab Introductionby Spencer and Ware(2008)

• Elsevier Treatise article onNumerical methods in mantle convectionby Zhong et al.(2007)

• PossiblyGerya(2009) andIsmail-Zadeh and Tackley(2010) for reference, but we have not
read those books yet.

3.1.4 Recommended Reading

• Numerical Recipesby Press et al.(1993), 2nd or 3rd edition (possibly available online as
PDF)

• Geodynamicsby Turcotte and Schubert(2002) for background

• The finite element methodby Hughes(2000), if you need more detail on FE.

• The finite element classic byBathe(2007) also makes for good reading.

3.1.5 Overview of applications of numerical methods for Earth sciences

Slides showing examples from

• inverse theory (seismic tomography)

• lithospheric dynamics

• mantle dynamics

• seismology

• magneto - hydrodynamics

3.1.6 Classification of numerical problems & solution methods

Forward Problem

1. formulate model

2. identify theoretical description
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3. solve

• dimensional analysis

• analytical solution

– check if this is a standard problem someone else has solved

– check if terms can be neglected to simplify

– check if equations can be linearized

– numerical solution

Distinguish between model and simulation

A good model is as simple as possible to satisfy the most important constraints with the smallest
number of parameters, to understand the underlying physics. A simulation tries to mimic what
a system looks like, in a kitchen sink, lots of parameters kind of approach. To some extent, this
distinction is a matter of taste, but a good model can providethe fundamental description needed
to understand thewhyof Earth’s dynamics.

Inverse problem

1. Formulate a model (e.g.Earth’s mantle wave speed variations are smooth)

2. Identify theory (e.g.can treat seismic waves as rays)

3. Collect data

4. Solve a (linear) inverse problem

3.2 Examples of applications for numerical methods

3.2.1 Linear inverse problems

→ computational linear algebra

3.2.2 Ordinary differential equations

→ Runge-Kutta, Burlisch-Stoer integration methods, for example (this will be dealt with in the
next lecture, see4.2)
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3.2.3 Partial differential equations

Finite Differences (FD)

FD approximate differentials by Taylor series, then approximate equations to solve.

Pros • conceptually simple

Cons • bad for sharp contrasts

• bad for complicated geometries

We will look at FD during the first part of the course.

Finite Elements (FE)

The FE method is complicated conceptually, but provides an approximate solution to equations.

Pros • good for sharp boundaries

• good for complicated geometries

• allow easy lateral mesh refinement

Cons • coding more complicated

• need to carefully choose elements, integration methods, etc.

Spectral methods

Spectral methods expand the spatial solution as harmonic functions (can use FFT), and solve time
evolution as an ODE for coefficients.

Pros • just for homogeneous media

Cons • non-local

• poor performance for lateral variations in material properties (need to iterate)

Gas lattice and other microscopic methods

These methods do not provide a clear relationship between micro rules and the continuum PDE’s.

3.3 Computing

At USC, GEOL425 (Quantitative methods in the Earth Sciences) and theC language summer short
course will provide you with some more exposure to basic computer programming skills. Here,
we very briefly note some hardware related issues, give a few programming tips, and then move
on to get started programming using the Matlab language in the next section. You can also refer to
the hardware notes ofPress et al.(1993) for some background on machine architecture.
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3.3.1 Hardware issues

At a low level, a computer stores information in the binary system,i.e. in bits that can hold the
values of either zero or one. You can then use a byte (8 bits) toencode numbers from 0 to 28−1 =
255 using the binary system. For floating point or larger integers, more memory is required. A
single precision float take up four bytes and is accurate up to∼ 5 ·10−7, a double precision float
up to∼ 5 ·10−15.

→ A numerical representation of a float will always be approximate (only integers are exact).
This means to not test forx == 0 (equal to zero) butabs(x) < ε (abs(x) = |x|) whereε
depends on implementation.

→ The detailed storage depends on the hardware, “big endian”vrs.“small endian” ?

→ Some mathematical operations that are theoretically validwill lead to large round off errors.
e.g.cos−1(x) for smallx, substracting large numbers from each other.

→ The memory requirements for a float vector will be half of thatof a double.

Memory

1 MB (megabyte) corresponds 1024×1024 bytes; 1 GB = 1024 MB. As of 2008, your PC will
have likely have at least∼ 2 GB of Random Access Memory or RAM (as opposed to hard drive
space) meaning you can store how many floats and doubles? To increase the available memory,
one can use formerly called “supercomputers”. Those consist these days mainly of

Distributed memory machines e.g.200×2×quadcore (8 Central Processing Units or CPUs)×8
GB RAM machines which need specially designed software to make use of parallelism,
e.g. Message Passing Interface or MPI.

Shared memory machinesThis is the more expensive, old school approach where several CPUs
can share a larger than normal (e.g.256 GB) memory. Compilers can sometimes help make
your code make use of “parallelism”,i.e. having the computational time decrease by using
more than one core or CPU. Right now, typical PCs can be considered shared memory (multi-
core,i.e.CPU) machines.

Note how hardware and software are intertwined.

3.3.2 Software - Computer Languages

High level languages

→ run interpreted
Examples: Matlab - numerical computations

Octave (a free Matlab clone)
Mathematica for symbolic math
Python for programming and scripting
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Pros:

• rapid prototyping, convenient abstractions

• convenient debugging

• easy access to visualization (key for validation)

Cons:

• interpreted at runtime, can be slow

• may require paying license fees

Low level languages

→ compile before run
Examples: “serial”: C, Fortran 77, Fortran 95

object-oriented: C++, Java, Python
Pros:

• freely available compilers and development tools

• fast, particularly C, and Fortran

• numerous libraries and code fragments available

Cons:

• Need to compile

• “As is”, no standard interface to plotting

• More hands-on & detail-oriented work required,e.g.memory allocation

Lowest level languages

Assembler code:
This is what the CPU actually understands and consists of basic operations, e.g. “place number

on stack, multiply with second number”. A “compiler”’s job is to translate low level to lowest level
language, and do this as efficiently as possible. Note that compiler “optimization” can improve run
times by factors of 10-100, and care should be taken when writing low level code to help the
compiler.

Likely, you will never see assembler code, but you might be able to benefit from the work
others have put into this (see hardware optimization below).
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How to choose a computer language?

The best choice of language, hardware, and method will always depend on the problem at hand.
For simple analysis, Matlab or the free python language plusextensions may be all you need.
If you need more highly optimized (e.g. faster, 3-D, parallel) performance, F95 and C are good
choices. As with all other crafts, experience will bring youcloser to perfection, but keep in mind
that paying attention to detail may save you a lot of time in the end!

3.3.3 Elements of a computer program

Here’s a non-sensical program written in the Matlab language to illustrate a few concepts.

% This is the main program. Notice the ’%’ symbol - it means thi s line is
% a comment and will be ignored at run time.
i = 0; % assign integer variable for loop
n = 100; % some number of elements
x = zeros(n,1); % allocate and initialize a vector x[] with n e lements
y = 1;
for i = 1:n % loop from i = 1, 2, ..., n

x(i) = yˆ2; % assign some value
y = y+2; % increment variable

end % close loop
% notice the statements inside the loop are indented.
i = 1;
while (i <= n) % different loop construct

x(i) = mysin(x(i)); % function call
i = i+1;
printf("%g\n", x(i)); % output statement

end

% This is the subroutine or function ’mysin’
function result = mysin(xloc)

result = sin(xloc);
% Note that this subroutine will not know the main programs
% variables, they are "local".

3.3.4 Guiding philosophy in writing a computer program

1. Modularizeand test for robustness.

• Break the task down into small into small pieces that can be reused within the same
program or in another program
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• Test each part well before using it in a larger project to makecode more robust.

2. Strive forportability

Don’t use special tricks/packages that might not be available on other platforms.

3. Comment

• Add explanatory notes for each major step, strive for a fraction of comments to code

≥ 30%

This will help reusability, should you or someone else want to modify the code later.

4. Use “structures”, avoid globals

• If variables are needed in several subroutines, do not use “global” declaration, but pass
a structure that contains a set of variables.

5. Avoid unnecessary computations

See below for common speed up tricks.

6. Visualizeyou intermediate results often (But don’t print it all out incolor!)

Bugs in the code can often be seen easily when output is analyzed graphically, and may show
up as,e.g.

• lines being wiggly when they should be smooth

• solutions being skewed when they should be symmetrical

• etc.

Object oriented programming forces you to follow rules 1 & 4 (not so much 2). Editors and
advanced development environments (such as the Matlab DE) help with 3 & 6.

3.3.5 Guidelines for writing efficient code

1. Avoid reading and writingintermediate stepsto “file” , i.e. on the hard drive (Input/Output
or IO) if at all possible.

2. Use nested loops that are sorted by the fastest/major index (depends on language).e.g. in
Matlab
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for i = 1:n % increment i across all rows
for j = 1:m % row i computations across all columns j first

x(i,j) = x(i,j) + 5;
end

end

and not the other way around, orvectorize

x = x + 5; % x here can be a matrix or a vector

3. Avoid if statementsas much as possible.

if(optional == 1) % evaluating this expression will take tim e
% do this

else
% do that

end

if optional is usually zero, comment it out using preprocessor directives.

4. Precomputecommon factor to avoid redundant computations.
For example, instead of

for i = 1:n
x(i) = x(i)/180*pi;

end

It is better to do

fac = pi/180;
for i = 1:n

x(i) = x(i)*fac;
end

because it entails one less division per step.

5. Share the code!

The more eyes, the less bugs, and the better the performance.
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6. Usehardware optimized packagesfor standard tasks,e.g.

• LAPACK for linear algebra
This package is available highly optimized for several architectures.

• FFTW for FFT,
an automatically adapting package.

Different hardware makes certain chunks of memory sized ( “cache” ) operations highly
efficient (see,e.g.Dabrowski et al., 2008, as used later in class).
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3.4 Introduction to MATLAB

Reading

• Spencer and Ware(2008), secs. 1-7, 9-9.3, 12-12.4.

• For reference: Matlab online help desk

3.4.1 Introduction

Matlab is commercial software that provides a computing environment that allows for sophisticated
ways of developing and debugging computer code, executing programs, and visualizing the output.
Matlab is also a computer language (sort of a mix between C andFortran) and this exercise for you
to work through is mainly concerned with some of the languageaspects that we will use extensively
throughout the course. Please read through the more comprehensive and verbose Matlab Intro and
familiarize yourself with Matlab.

All of our Windows and Linux machines have Matlab installed and after starting up the pro-
gram, you will be presented with an interactive window whereyou can type in commands as we
indicate below. Please also familiarize yourself with the other components of the development en-
vironment, such as the built-in editor for Matlab programs,which are called “m-files”, so that you
can be more efficient in writing and debugging codes. There are numerous Matlab-provided help
resources accessible through the environment, including video tutorials, access to the help pages,
along with extensive documentation on the web.

Also note that there is a free clone of Matlab called octave. Given that Matlab often uses
freely available computational routines underneath the hood, it was fairly easy to reproduce the
computational basics of Matlab. However, the Matlab peoplealso added a bunch of proprietary vi-
sualization tools which are not available in octave. Another alternative is to use the freely available
Python language and its MatPlotLib package, but we will not have time to explore such intriguing
options in class.

MATLAB is entirely vector or linear algebra based. It is therefore useful to briefly review some
basic linear algebra.

3.4.2 Useful linear algebra (reprise)

Let’s define a vectorb as:

b =
(

5 10 17
)

and a 3 by 2 matrixD as:

D =





1 2
4 3
5 6




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The transpose (denoted withT) is given by:

DT =

(

1 4 5
2 3 6

)

bT =





5
10
17





Matrix-vector multiplication:

DTbT =

(

1 4 5
2 3 6

)





5
10
17



=

(

130
142

)

Vector-vector multiplication (dot product):

bbT =
(

5 10 17
)





5
10
17



=
(

414
)

Matrix-matrix multiplication:

DTD =

(

1 4 5
2 3 6

)





1 2
4 3
5 6



=

(

42 44
44 49

)

If you don’t know what’s going on here, and what the rules for such multiplications are, please
consult sec.2.1.

In numerical modeling, or in geophysical inverse problems,we frequently end up with linear
system of equations of the form:

Ac = Rhs

whereA is an×m matrix andRhs is an×1 vector whose coefficients are both known, andc is a
m×1 vector with unknown coefficients. If we takeA = D andRhs = bT , c is (check!):

c =

(

1
2

)

3.4.3 Exploring MATLAB

Getting started

To start the program on the Linux machines typeMatlab at the UNIX prompt, or click on the
relevant Windows item. The MATLAB environment, including the command window, starts. (If
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you want to avoid bringing up the whole environment on Linux,use “matlab -nojvm” for no-java-
virtual-machine.)

1. Type2+3 . You’ll get the answer. Type2 + 3*9 + 5ˆ2 .

2. Type the following commands and note how Matlab deals withvectors

>>x=3
>>x=3 ;
>>x
>>y=xˆ2
>>x = [2, 5.6]
>>y=2 * x;
>>y=xˆ2 ;
>>y=x.ˆ2
>>y = [3, 4]
>>x * y
>>x * y’
>>x .* y
>>pi
>>a=x*pi

3. Typedemoand explore some examples. Also note the introductory tutorial videos you might
want to watch later.

4. Typehelp . You see a list of all help functions. Typehelp log10 to get information about
the log10 command. Typehelp logTAB wherelogTAB means typing log and then pressing the
TAB key without adding a white space. Notice the command completion selection within the
Matlab shell. Note also that you can use the Up and Down arrowsto retrieve previous commands
and navigate through your command history, andpUP will bring up the last command line that
started with ap. MATLAB also offers a graphical user interface (GUI) to explore all of its features:
click help in the menu bar, then product help. Moreover, the function browser offers you a graphical
way to find the suitable function for what you are trying to accomplish. The function browser can
be found under help, functions browser, or can be brought up using a keyboard shortcut:Shift+F1 .

Vectors/arrays and plotting

5. Create an array of x-coordinates

>>dx=2
>>x=[0:dx:10]

6. Y-coordinates as a function of x

>>y=x.ˆ2 + exp(x/2)
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7. Plot it:

>>plot(x,y)

8. Exercise: make a plot of a parametric function. What is it?

>>t=0:.1:2*pi
>>x=sin(t); y=cos(t); plot(x,y,’o-’)
>>xlabel(’x’)
>>ylabel(’y’)
>>axis image, title(’fun with plotting’)

Exercise: make an ellipse out of it with short radius 1 and long radius 2. Also change the color of
the curve to red.

Matrices and 3D plotting

First create x and y arrays, for example:x=[1:5];y=x;
9. Play with matrix product ofx andy . Typing

>>x.*y

performs an element by element product of the two vectors (note the dot)

>>x’

returns the transpose

>>x*y.’

the “dot” or scalar product of two matrices

>>x’*y

the matrix product - returns a matrix.
Some commands (try them):

>>ones(1,5), zeros(6,1)
>>length(x)
>>whos

10. Create 2D matrices.
A useful function is meshgrid, which creates 2D arrays:

>>[x2d,y2d] = meshgrid(0:.1:2*pi,1:.1:2*pi)

You can get the size of an array with:

>>size(x2d)
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11. Plotting of the functionsin(x2d.*y2d) .

>>z2d = sin(x2d.*y2d)
>>surf(x2d,y2d,z2d)
>>mesh(x2d,y2d,z2d)
>>contour(x2d,y2d,z2d), colorbar
>>contourf(x2d,y2d,z2d), colorbar

Some cool stuff (1)

>>[x2d,y2d,z2d] = peaks(30);
>>surf(x2d,y2d,z2d); shading interp
>>light; lighting phong

Some cool stuff (2): perform the example given at the end of

>>help coneplot;

Other useful commands:
clf : clear current active figure
close all : close all figure windows

Matlab scripting

By now you must be tired from typing all those commands all thetime. Luckily there is a Matlab
script language which basically allows you to type the commands in a text editor. Matlab scripts
are text files that end with the suffix “.m”.

12. Use the built in editor (or another text editore.g. Emacs) and create a file “mysurf.m”.

13. Type the plotting commands from the last section in the text file. A good programming
convention is to start the script withclear , which clears the memory of MATLAB.
Another good programming practice is to put lots of commentsinside a Matlab script. A comment
can be placed after%, e.g. % this is my first Matlab script .

14. Start the script from within MATLAB by going to the directory where the text file is
saved. Typemysurf from within MATLAB and you should see the plot pop up in a new figure
window. Alternatively, within the Matlab editor, you can pressF5 to run. Also note that there are
various debugging features in the editor that are very helpful, such as real-time syntax checking
and addition of breakpoints.

Loops

Create an arrayna=100; a=sin(5*[1:na]/na); plot(a) .
15. Ask instructions on using ”for”:
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>>help for

16. Compute the sum of an array:

>>mysum=0; for i=1:length(a), mysum = mysum + a(i); end; mysum

17. Compare the result with the MATLAB inbuilt functionsum

>>sum(a)

18. Exercise. Create x-coordinate array:dx=0.01; y=cos([0:dx:10]) . Compute the integral
of y=cos(x) on the x-interval 0< x < 10. Use sum(y) and write a Matlab-script. Compare it with
sin(10), the analytical solution.

Cumulative sum

19. Create a number of sedimentary layers with variable thickness.

>>thickness = rand(1,10); plot(thickness)

20. Compute the depth of the interface between different layers.

>>depth(1)=0; for i=2:length(thickness), depth(i) = depth( i-1)+thickness(i);
end; plot(depth)

21. Compare the results with the built in Matlab function cumsum:

>>bednumber=1:length(depth)
>>plot(bednumber,depth,bednumber,cumsum(thickness))

22. What causes the discrepancy? Try to remove it, askhelp cumsum

IF command

23. Askhelp if . Find maxima of the above arraythickness , and compare it with the in built
functionmax(thickness)

FIND command

24. Askhelp find . Find which bed has the maximum thickness:
find(thickness==max(thickness)) . Is there a way to do this without invoking the find com-
mand? find out by typinghelp max

25. Find the number of beds with a maximum thickness less than0.5.
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Matrix operations

26. Exercise: Reproduce the linear algebra exercises in thebeginning of this document. Hint: If
you want to solve the system of linear equationsAc=Rhs for c , you can use the backslash operator:
c = A\Rhs

Functions

Matlab allows you to declare functions that return a value and use m-files to store those functions.
If you save

function xs = mysqr(x)
xs = x.ˆ2;

as amysqr.m in your working directory, you can then use your function just like a regular Matlab
command.

y=[2,3,4]
mysqr(y);

Variables and structures

Matlab stores all regular variables as arrays of size 1×1 which are by default of type “double”. To
write more efficient programs, you might at times consider declaring integers as actual integers.

More importantly, Matlab affords you with the possibility to collect variables that logically
belong together into a “structure”. This variable will holdas many sub-variable as you want which
are each addressed with a “.”. For example, if dealing with earthquakes, you might want to use a
structure like

quake.lon = 100.1;quake.lat = 120.1;quake.depth = 15;

The benefit of this is that you can now, for example, pass “quake” to functions and the function will
locally know that quake actually has the components lon, lat, and depth which can be addressed
within the subroutine.

26. Exercise: Write and test function that has two inputs,x and apolynomial . Thepolynomial
structure should have two entries, the order of the polynomial expansionn and a vectora with n
entries that hold the coefficients such that the function returns

y =
n

∑
i=1

aix
n−1 (3.1)
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Ordinary differential equations

4.1 Introduction

Reading: Press et al.(1993), Chap. 17;Spiegelman(2004), Chap. 4;Spencer and Ware(2008),
sec. 16.

ODE An equation that involves the derivative of the function we want to solve for, and that has
only one independent variable (else it’s a PDE).

For example:

∂y
∂x

= f (x), which can be solved by integration (4.1)

y =

Z

f (x)dx+C (4.2)

whereC needs to be determined by additional information, such as aboundary conditionon y. If
f (x,y) depends non-linearly ony, the ODE will normally have to be solved numerically.
The order of an ODE is determined by the largest number of derivatives involved,e.g.

∂2y
∂x2 +q(x)

∂y
∂x

= r(x) (4.3)

is “second order”. However, we can always reduce ODEs to sets of first order equations. For
eq. (4.3), define

∂y
∂x

= z(x), then (4.4)

∂z
∂x

= r(x)−q(x)z(x). (4.5)

Or, in general

∂yi(x)
∂x

= fi(x,y, . . . ,yN) or
∂y
∂x

= f(x,y) (4.6)
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is a system for N coupled ODEs, all dependent on the independent variablex, which is typically
time. y is the solution vector we want to solve for. The actual solution of ODEs will depend on the
types of boundary conditions ony and the initial conditions.

We can distinguish between initial value and two point boundary values problems.

4.1.1 Initial Value Problems

We focus here on initial value problems, wherey is known for somex= x0, and the system evolves
from there to somexf (final time).
Examples are

• spring slider systems

∂τ
∂t

= k(v−v0) τ = k ·x (Hooke’s law)

τ = f (v,θ1,θ2, . . .) (friction law)

∂θi

∂t
= f (v,θi)

• geochemical box models

∂y
∂t

= f (y); (concentration and fluxes)

• low order spectral models, e.g. for convection

y(x, t) =
N

∑
n=1

yi(t) fi(x)

(harmonic basis functions for spatial solution (problem set will deal with those))

• parametrized convection models

Q̇ = cpM
∂T
∂t

= H(t)−Qc(t) = H(t)− f (T, t) (4.7)

• particle tracking

∂c
∂t

= f (x, t) for each particle (4.8)

∂x
∂t

= v (4.9)

which is equivalent to the advection equation

Dc
Dt

=
∂c
∂t

+v ·∇c = f (4.10)
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4.1.2 Two-point Boundary Value Problems

Here,y is given atx0 andxf . We will not deal with those, seePress et al.(1993), chap. 18. They
generally involve iteration to find the right solution basedon the initial value problems such as the
“shooting method”.

4.2 Solution of initial value problem

Let’s consider the solution of

∂y
∂t

= f (t,y(t)) (4.11)

from t = t0 to t = t f with y0−y(t = t0)

y(t) = y0+
Z t f

t0
f (t,y(t))dt (4.12)

We can break down the integral intostep sizes hfrom ti to ti + h with n =
t f−t0

h partial integrals
such that we only need to solve

I =
Z ti+h

ti
f (t,y(t))dt (4.13)

as cheaply as possible numerically. The simplest approximation is

I = f (ti,y(ti))h such that (from (4.12))

y(ti +h) = y(ti)+h · f (ti,y(ti)) (4.14)

becomes the rule to advancey from ti to ti + h. This is theEuler method, and a really bad idea.
Consider the graphical representation in Figure4.1, which shows that (4.14) is just a simple ex-
trapolation ofy based on the slope atti, which is given by equation (4.11). If y has some curvature
to it, the Euler scheme will lead to large errors!

We can Taylor expandy aroundt0 to get

y(t)≈ y(t0)+(t− t0)
∂y(t0)

∂t
+

(t− t0)2

2!
∂2y(t0)

∂t2 +
(t− t0)3

3!
y′′′+ . . . (4.15)

to gain some mathematical insight into the accuracy of the Euler scheme. For our problem, (4.15)
becomes

y(ti +h)≈ y(ti)+h · f (y(t0), t0)+
h2

2
∂2y
∂t2 + . . . (4.16)

Notice that the error of the Euler scheme goes asO (“order of”)(h2), and the scheme itself is only
accurate tofirst order. This means that tiny timesteps would have to be taken for a good solution.
There are several improvements to the Euler method.
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Figure 4.1: Example Euler method

Figure 4.2: Example midpoint method

1. The midpoint method of Figure4.2 evaluates the derivative ofy w.r.t. to t first at half the
Euler step

∂y
∂t

(

ti +h/2,y(ti)+
∂y
∂t

(ti)
h
2

)

(4.17)

and then advancesy by that slope

y(ti +h) = y(ti)+h
∂y
∂t

(

ti +h/2,y(ti)+
∂y
∂t

(ti)
h
2

)

(4.18)
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written in terms off

y(ti +h) = y(ti)+h f

(

ti +
h
2
,y(ti)+ f (ti,yi)

h
2

)

(4.19)

or lettingyi+1 = y(ti +h), yi = y(ti), we can write

k1 = h f (ti,yi) (4.20)

k2 = h f

(

ti +
h
2
,yi +

1
2

k1

)

(4.21)

yi+1 = yi +k2 +O
(

h3) (4.22)

and this method issecond order accurate. Note that higher accuracy has come at a cost,f
now needs to be evaluated twice and once at ay value different fromyi , and there are overall
more operations per time step. However, since the error is now O

(

h3
)

, we can take larger
time steps.

There are several avenues to refine the midpoint method further, but in general the

2. 4th order Runge-Kutta works well. The rules are

k1 = h f (ti,yi) (4.23)

k2 = h f

(

ti +
h
2
,yi +

k1

2

)

(4.24)

k3 = h f

(

ti +
h
2
,yi +

k2

2

)

(4.25)

k4 = h f (ti +h,yi +k3) (4.26)

yi+1 = yi +
k1

6
+

k2

3
+

k3

3
+

k4

6
+O

(

h5
)

(4.27)

The next improvement is to adapt the stepsize h during forward integration, and especially
tricky functions f require special methods.Press et al.(1993) discusses these, and some are
implemented in Matlab.

Read the Matlab help material for how to use the built-in ODE solvers. This is discussed inSpencer
and Ware(2008), sec. 16.5. Typically, you want to tryode45 , and if that fails,ode113 , or ode155 .
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4.3 Exercise: Solving Ordinary Differential Equations – Lorenz
equations

Reading

• Spiegelman(2004), chap. 4

• Press et al.(1993), chap. 17 (16 in 2nd ed.)

• Spencer and Ware(2008), sec. 16

In class, we discussed the 4th order Runge Kutta method as a simple method to solve initial
value problems where the task is to forward integrate a vector y(t) from an initial conditiony0(t =
t0) to some timet f when the time derivatives ofy are given by

dy
dt

(t) = f(t,y,C) (4.28)

whereC is a vector that holds all parameters that functionf might need. Numerically, this is done
by successively computingyn+1 for time t + h from the last known solution foryn at timet with
time steph

yn+1≈ yn +hy′(h, t,y,C) (4.29)

wherey′ denotes the approximate time-derivatives fory.
As an interesting example of a three-dimensional (y = {y1,y2,y3}) ODE system are theLorenz

(1963) equations. These equations are a simplified description ofthermal convection in the atmo-
sphere and an example of a low order, spectral numerical solution.

4.3.1 Digression for background – not essential to solving this problem set
For an incompressible fluid, conservation of mass, energy, and momentum for the convection problem can be written
as

∇ ·v = 0 (4.30)
∂T
∂t

+v ·∇T = κ∇2T (4.31)

∂v
∂t

+(v ·∇)v = ν∇2v− 1
ρ0

∇P+
ρ
ρ0

g. (4.32)

Here,ν = η/ρ0 is dynamic viscosity,v velocity,T temperature,κ thermal diffusivity,g gravitational acceleration,ρ
density, andP pressure. In the Boussinesq approximation,ρ(T) = ρ0(1−α(T−T0)), whereα is thermal expansivity
andρ0 andT0 reference density and temperature, respectively.

If we assume two-dimensionality (2-D) inx andz direction, and a bottom-heated box of fluid, the box height
d provides a typical length scale. Ifg only acts inz direction and all quantities are non-dimensionalized byd, the
diffusion time,d2/κ, and the temperature contrast between top and bottom∆T, we can write

∂T ′

∂t ′
+v′ ·∇T ′ = ∇2T ′ (4.33)

1
Pr

(

∂ω
∂t ′

+v′ ·∇ω
)

= ∇2ω−Ra
∂T′

∂x′
, (4.34)
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where the primed quantities are non-dimensionalized (moreon this later). Eq. (4.34) is eq. (4.32) rewritten in terms of
vorticity ω, such that∇2ψ =−ω whereψ is the stream-function, which relates to velocity as

v = ∇×ψk = {∂ψ/∂z,−∂ψ/∂x} (4.35)

and enforces incompressibility (mass conservation). The important part here are the two new non-dimensional quan-
tities that arise, the Prandtl number

Pr =
ν
κ

=
η

ρκ
(4.36)

which measures viscous to thermal diffusion. Pr is huge for the mantle, which is why mantle convection models drop
the left part of eq. (4.34). The other quantity is the Rayleigh number

Ra=
ρ0αg∆Td3

ηκ
(4.37)

and measures the vigor of convection and is the most important parameter for thermal convection.
Lorenz(1963) used a very low order spectral expansion to solve the convection equations. He assumed that

ψ ≈ W(t)sin(πax)sin(πz) (4.38)

T ≈ (1−z)+T1(t)cos(πax)sin(πz)+T2(t)sin(2πz) (4.39)

for convective cells with wavelength 2/a. This is an example of a spectral method where spatial variations in properties
such asT are dealt with in the frequency domain, here with one harmonic. Such an analysis is also common when
examining barely super-critical convective instabilities. Digression end.

The resulting equations for the time dependent parameters of the approximate convection equa-
tions are

dW
dt

= Pr(T1−W) (4.40)

dT1

dt
= −WT2+ rW−T1

dT2

dt
= WT1−bT2

whereb = 4/(1+a2), r = Ra/Rac with the critical Rayleigh numberRac.

4.3.2 Problems

1. IdentifyW, T1, andT2 asy1,y2,y3 and write up a Matlab code for a 4th order Runge Kutta
scheme to solve for the time-evolution ofy using eq. (4.40) for derivatives.

Hint: You can code this any way you want, but consider the following:

• You will want to separate a “driver” that deals with initial conditions, controlling the
total time steps, plotting, etc., and an actual routine thatcomputes the Runge Kutta step
following the formula we discussed in class. Those should beseparate m-files, or at
least separate functions.
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Figure 4.3: Solution to one of the problem set questions visualizing thebehavior of the Lorenz
equations.

• You will want to make the Runge Kutta stepper independent of the actual function that
is needed to computedy/dt so that you can reuse it for other problems later. This
can be done in Matlab by defining a functionmyfunc that computes the derivatives,
and then passing the function namemyfunc as an argument to the Runge Kutta time
stepper. Within the time stepper, the function then then hasto be referred to as
@func. Alternatively, the function that computes the derivatives can be made into its
own “.m” file, in the same directory as the other subroutines,making it available to all
subroutines in that folder.

• If you need some inspiration on how to do this, download the m-file fragments I provide
for this week’s problem set.

2. Use initial conditiony0 = {0,0.5,0.5}, parametersb = 8/3, Pr = 10 and solve for time
evolution for all three variables fromt = 0 to t = 50, using a time steph = 0.005. User = 2
and plotT1 andT2 against time. Comment on the temporal character of the solution, what
does it correspond to physically?

3. Changer to 10, and then 24. PlotT1 andT2 against time, and also plot the “phase space
trajectory” of the system by plottingy in W, T1, andT2 space using Matlabplot3 . Comment
on how these solutions differ.

4. Increaser to 25 and plot both time behavior ofT and the phase space trajectory. What
happened? Compare ther = 25 solution with ther = 24 solution from the last question. Do
you thinkr = 24 will remain steady for all times? Why? Why not?
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5. User = 30 and show on one plot howT1 evolves with time for two different initial conditions,
they0 from before,{0,0.5,0.5}, and a second initial condition{0,0.5,0.50001}. Comment.

6. Compare your solution withh = 0.005 forT1 and an initial condition of your choice in the
r = 30 regime with the Matlab-internal ODE solver you deem most appropriate. Plot the
absolute difference of the solutions against time. Comment.

Please hand in all your results before the next lecture in hard copy form. Print out all code you
have written and also key figures, like the ones I’ve asked for. Label all plots with axes and title
descriptions, identify which curves show what. Explain allsteps, and comment your code. When
discussing results, 2-3 sentences should normally be sufficient. Handwritten notes, if legible, plus
print-outs for code and graphics are sufficient.

4.3.3 Additional experiments

If you are curious about additional Earth Science applications of ODEs, the literature of geo-
chemical modeling is full of it because it is often easiest, or most appropriate, to consider fluxes
between reservoirs of different chemical species with averages properties, so-called “box mod-
els” (e.g.Albarede, 1995). A classic example from magneto-hydrodynamics is the 3-D Rikitake
dynamo model that consists of two conducting, coupled rotating disks in a background magnetic
field. The Rikitake dynamo shows behavior similar to the Lorenz system and serves as an analog
for magnetic field reversal.

Examples from our own research where we have used simple ODE solutions, include some
work on parameterized convection (Loyd et al., 2007), a method that goes back at least toSchubert
et al. (1980), seeKorenaga(2008) for a review. In this case, the box is the mantle, and the total
heat content of the mantle, as parameterized by the mean temperature, is the property one solves
for.

Another example, from the brittle regime, are spring sliders. Instead of dealing with full fault
dynamics, one may consider a block that has a friction law apply at its base and pulled by a
string. Depending on the assumptions on the friction law, such a system exhibits stick-slip behavior
akin to the earthquake cycle. For rate-and-state (i.e. velocity and heal-time) dependent friction
(e.g.Marone, 1998) with two “state” variables, spring-slider models exhibitinteresting, chaotic
behavior (Becker, 2000). This behavior includes the characteristic period-doubling route toward
chaos as a function of a material parameter (spring stiffness) (Feigenbaum, 1978).
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Finite differences

5.1 Introduction to the finite difference method

5.1.1 Finite differences and Taylor series expansions

We now turn to the solution of partial differential equations (PDEs), and the first method that
will be discussed is the method of finite differences (FD). The solution of PDEs by means of
FD is based on approximating derivatives of continuous functions by a discretized version of the
derivative based on discrete points of the functions of interest. FD approximations can be derived
through the use of Taylor series expansions. Suppose we havea functionf (x), which is continuous
and differentiable over the range of interest. Let’s also assume we know the valuef (x0) and all the
derivatives atx = x0. The forward Taylor-series expansion forf (x0 +h), away from the pointx0

by an amounth gives

f (x0 +h) = f (x0)+
∂ f (x0)

∂x
h+

∂2 f (x0)

∂x2

h2

2!
+

∂3 f (x0)

∂x3

h3

3!
+ . . .+

∂n f (x0)

∂xn

hn

n!
+O(hn+1) (5.1)

We can express the first derivative off by rearranging eq. (5.1)

∂ f (x0)

∂x
=

f (x0+h)− f (x0)

h
− ∂2 f (x0)

∂x2

h
2!
− ∂3 f (x0)

∂x3

h2

3!
... (5.2)

If we now only compute the first term of this equation as an approximation, we can write a dis-
cretized version

∂ f (xi)

∂x
=

fi+1− fi
h

+O(h) (5.3)

where functionsfi = f (xi) are evaluated at discretely spacedxi with xi+1 = xi +h, where the node
spacing, orresolution his assumed constant. Here,O(h) indicates that the full solution would
require terms of orderh, (h)2, and so on.O is called the truncation error, which means that if the
distanceh is made smaller and smaller, the (numerical approximation)error decreases∝ h. The
forward FD derivativeas expressed by eq. (5.3) is therefore called first order accurate, and this
means that very smallh is required for an accurate solution.
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We can also expand the Taylor series backward

f (x0−h) = f (x0)−
∂ f (x0)

∂x
h+

∂2 f (x0)

∂x2

h2

2!
− ∂3 f (x0)

∂x3

h3

3!
+ ... (5.4)

In this case, the first,backward differencecan be obtained by

∂ f (xi)

∂x
=

fi− fi−1

h
+O(h). (5.5)

Proceeding in a similar fashion, we can derive higher order derivatives. Introducing the abbre-
viation

f ′ =
∂ f
∂x

f ′′ =
∂2 f
∂x2 . . . (5.6)

we can find, for example,

f ′′i =
f ′i+1− f ′i

h
+O(h) (5.7)

=
fi+2− fi+1

h − fi+1− fi
h

h
+O(h) (5.8)

=
fi+2−2 fi+1+ fi

h2 +O(h) (5.9)

which is the first order accurate forward difference approximation for second derivatives.
If we wish to improve on accuracy, we can proceed by taking higher order terms of the Taylor

expansion and using first order accurate estimates for the derivatives. For example,

f ′(x) =
f (x+h)− f (x)

h
− h

2
f ′′(x)+ . . . (5.10)

=
f (x+h)− f (x)

h
− h

2

(

f (x+2h)−2 f (x+h)+ f (x)
h2 +O(h)

)

+O(h2) or(5.11)

f ′i =
− fi+2 +4 fi+1−3 fi

2h
+O(h2). (5.12)

Alternatively, we can form the average of the first order accurate forward and backward schemes,
i.e.adding eqs. (5.3) and (5.5) and dividing by two. The result is thecentral differenceapproxima-
tion of the first derivative

f ′i =
fi+1− fi−1

2h
+O(h2) (5.13)

and also second order accurate. Note that eq. (5.13) involves fewer function evaluations than
eq. (5.12), which is why eq. (5.13) is preferred. Note also that both equations now require knowl-
edge off over three lateral grid points (three pointstencil), rather than two as was needed for first
order accuracy.
By adding eqs. (5.1) and (5.4) an approximation of the second derivative is obtained

f ′′i =
fi+1−2 fi + fi−1

h2 +O(h2). (5.14)
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A different way to derive the second derivative is by computing the first derivatives ati +1/2 and
at i−1/2 and computing the second derivative ati by using the central difference of those two first
derivatives:

f ′i+1/2 =
fi+1− fi

h
(5.15)

f ′i−1/2 =
fi− fi−1

h
(5.16)

f ′′i =
f ′i+1/2− f ′i−1/2

h
=

fi+1− fi
h − fi− fi−1

h

h
(5.17)

Similarly, we can derive higher order derivatives, and higher order accuracy (but only iff is of
polynomial form). Both require more input values, a larger stencil. A general approach to forming
interpolations off anddn f/dx2 can be found inFornberg (1996). Note that the highest order
derivative that usually occurs in geodynamics is the 4th-order derivative.

5.1.2 Finite difference approximations

The following equations are common finite difference approximations of derivatives which are
here provided for reference. Central differences with second order accuracy are typically good
choices and highlighted in bold face.
Left-sided first derivative, first order

∂u
∂x

∣

∣

∣

i−1/2
=

ui−ui−1

h
+O(h) (5.18)

Right-sided first derivative, first order

∂u
∂x

∣

∣

∣

i+1/2
=

ui+1−ui

h
+O(h) (5.19)

Central first derivative, second order

∂u
∂x

∣

∣

∣

i
=

ui+1−ui−1

2h
+O(h2) (5.20)

Central first derivative, fourth order

∂u
∂x

∣

∣

∣

i
=
−ui+2 +8ui+1−8ui−1+ui−2

12h
+O(h4) (5.21)

Central second derivative, second order

∂2u
∂x2

∣

∣

∣

i
=

ui+1−2ui +ui−1

h2 +O(h2) (5.22)

Central second derivative, fourth order

∂2u
∂x2

∣

∣

∣

i
=
−ui+2 +16ui+1−30ui +16ui−1−ui−2

12h2 +O(h4) (5.23)
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Central third derivative, second order

∂3u
∂x3

∣

∣

∣

i
=

ui+2−2ui+1+2ui−1−ui−2

2h3 +O(h2) (5.24)

Central third derivative, fourth order

∂3u
∂x3

∣

∣

∣

i
=
−ui+3+8ui+2−13ui+1+13ui−1−8ui−2+ui−3

8h3 +O(h4) (5.25)

Central fourth derivative, second order

∂4u
∂x4

∣

∣

∣

i
=

ui+2−4ui+1+6ui−4ui−1 +ui−2

h4 +O(h2) (5.26)

Note that derivatives with of the following form

∂
∂x

(

k(x)
∂u
∂x

)

, (5.27)

wherek is a function of space, should be formed as follows

∂
∂x

(

k(x)
∂u
∂x

)

∣

∣

∣

i
=

ki+1/2
ui+1−ui

h −ki−1/2
ui−ui−1

h

h
+O(h2), (5.28)

to maintain the second order accuracy of the central difference approach for second derivatives
(see above)

f ′′ =
f ′(x+h/2)− f ′(x−h/2)

h
. (5.29)

If k is spatially varying, the following, common approximations are thereforeinadequateto main-
tain second order accuracy:

∂
∂x

(

k
∂u
∂x

)

∣

∣

∣

i
=

ki+1
ui+1−ui

h −ki
ui−ui−1

h

h
(5.30)

∂
∂x

(

k
∂u
∂x

)

∣

∣

∣

i
= ki

ui+1−2ui +ui−1

h2 (5.31)

5.1.3 Finite difference example

Finite difference methods are perhaps best understood withan example. Consider the one-di-
mensional, transient (i.e. time-dependent) heat conduction equation without internal sources

ρcp
∂T
∂t

=
∂
∂x

(

k
∂T
∂x

)

(5.32)
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whereρ is density,cp heat capacity,k thermal conductivity,T temperature,x distance andt time.
If the thermal conductivity, density and heat capacity are constant over the model domain, the
equation can be simplified to

∂T
∂t

= κ
∂2T
∂x2 (5.33)

where

κ =
k

ρcp
(5.34)

is the thermal diffusivity (a common value for rocks isκ = 10−6 m2s−1). We are interested in the
temperature evolution versus timeT(x, t) which satisfies eq. (5.33), given an initial temperature
distribution (Fig. 5.1A). An example would be the intrusion of a basaltic dike in cooler country
rocks. How long does it take to cool the dike to a certain temperature? What is the maximum
temperature that the country rock experiences?

The first step in the finite differences method is to constructa grid with points on which we
are interested in solving the equation (this is called discretization, see Fig.5.1B). The next step
is to replace the continuous derivatives of eq. (5.33) with their finite difference approximations.
The derivative of temperature versus time∂T

∂t can be approximated with a forward finite difference
approximation as

∂T
∂t
≈ Tn+1

i −Tn
i

tn+1− tn =
Tn+1

i −Tn
i

∆t
=

Tnew
i −Tcurrent

i

∆t
(5.35)

heren represents the temperature at the current time step whereasn+ 1 represents the new (fu-
ture) temperature. The subscripti refers to the location (Fig.5.1B). Both n and i are integers;n
varies from 1 tont (total number of time steps) andi varies from 1 tonx (total number of grid
points inx-direction). The spatial derivative of eq. (5.33) is replaced by a central finite difference
approximation,i.e.,

∂2T
∂x2 =

∂
∂x

(

∂T
∂x

)

≈
Tn

i+1−Tn
i

h − Tn
i −Tn

i−1
h

h
=

Tn
i+1−2Tn

i +Tn
i−1

h2 . (5.36)

Substituting eq. (5.36) and (5.35) into eq. (5.33) gives

Tn+1
i −Tn

i

∆t
= κ

(

Tn
i+1−2Tn

i +Tn
i−1

h2

)

(5.37)

The third and last step is a rearrangement of the discretizedequation, so that all known quantities
(i.e. temperature at timen) are on the right hand side and the unknown quantities on the left-hand
side (properties atn+1). This results in:

Tn+1
i = Tn

i +κ∆t

(

Tn
i+1−2Tn

i +Tn
i−1

h2

)

(5.38)

Because the temperature at the current timestep (n) is known, we can use eq. (5.38) to compute the
new temperature without solving any additional equations.Such a scheme is calledexplicit and
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was made possible by the choice to evaluate the temporal derivative with forward differences. We
know that this numerical scheme will converge to the exact solution for small h and∆t because it
has been shown to be consistent - that its discretisation process can be reversed, through a Taylor
series expansion, to recover the governing partial differential equation - and because it is stable for
certain values of∆t and h: any spontaneous perturbations in the solution (such as round-off error)
will either be bounded or will decay.

The last step is to specify the initial and the boundary conditions. If for example the country
rock has a temperature of 300◦C and the dike a total widthW = 5 m, with a magma temperature
of 1200◦C, we can write as initial conditions:

T(x <−W/2,x > W/2, t = 0) = 300 (5.39)

T(−W/2≤ x≤W/2, t = 0) = 1200 (5.40)

In addition we assume that the temperature far away from the dike center (at|L/2|) remains at a
constant temperature. The boundary conditions are thus

T(x =−L/2, t) = 300 (5.41)

T(x = L/2, t) = 300 (5.42)

The attached MATLAB code shows an example in which the grid isinitialized, and a time loop
is performed. In the exercise, you will fill in the question marks and obtain a working code that
solves eq. (5.38).

5.1.4 Exercises

1. Open MATLAB and an editor and type the Matlab script in an empty file; alternatively use
the template provided on the web if you need inspiration. Save the file under the name
heat1Dexplicit.m . If starting from the template, fill in the question marks andthen run
the file by typingheat1Dexplicit in the MATLAB command window (make sure you’re
in the correct directory). (Alternatively, type F5 to run from within the editor.)

2. Study the time evolution of the spatial solution using a variable y-axis that adjusts to the
peak temperature, and a fixed axis with rangeaxis([-L/2 L/2 0 Tmagma]) . Comment on
the nature of the solution. What parameter determines the relationship between two spatial
solutions at different times?

Does the temperature of the country rock matter for the nature of the solution? What about
if there is a background gradient in temperature such that the country rock temperature in-
creases from 300◦ at x =−L/2 to 600◦ at x = L/2?

3. Vary the parameters (e.g.use more grid points, a larger or smaller timestep). Comparethe
results for small dx and dt with those for larger dx and dt. Howare these solutions different?
Why? Notice also that if the timestep is increased beyond a certain value, the numerical
method becomes unstable and does not converge - it grows without bounds and exhibits
non-physical features. Investigate which parameters affect stability, and find out what ratio
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country rock dikecountry rock
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Figure 5.1: A) Setup of the model considered here. A hot basaltic dike intrudes cooler country rocks.
Only variations inx-direction are considered; properties in the other directions are assumed to be constant.
The initial temperature distributionT(x,0) has a step-like perturbation, centered around the origin with
[−W/2;W/2] B) Finite difference discretization of the 1D heat equation. The finite difference method
approximates the temperature at given grid points, with spacing h. The time-evolution is also computed at
given times with timestep∆t.

of these parameters delimits this scheme’s stability region. This is called the CFL condition,
see von Neumann stability analysis in (cf. chap 5 ofSpiegelman, 2004).

Limited stability and numerical aliasing/dissipation aretwo major drawbacks of explicit fi-
nite difference codes such as the one presented here. In the next week, we will discuss
methods that do not have these limitations.

4. Record and plot the temperature evolution versus time at adistance of 5 m from the dike-
country rock contact. What is the maximum temperature the country rock experiences at this
location and when is it reached? Assume that the country rockwas composed of shales, and
that those shales were transformed to hornfels above a temperature of 600◦C. What is the
width of the metamorphic aureole?

5. Think about how one would write a non-dimensionalized version of the temperature solver.

6. Bonus question: Derive a finite-difference approximation for variablek (and variableh al-
lowing for uneven spacing between grid points should you so desire). Test the solution for
the case ofk = 10 inside the dike, andk = 3 in the country rock.
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%heat1Dexplicit.m
%
% Solves the 1D heat equation with an explicit finite differe nce scheme

clear

%Physical parameters
L = 100; % Length of modeled domain [m]
Tmagma = 1200; % Temperature of magma [C]
Trock = 300; % Temperature of country rock [C]
kappa = 1e-6; % Thermal diffusivity of rock [m2/s]
W = 5; % Width of dike [m]
day = 3600*24; % # seconds per day
dt = 1*day; % Timestep [s]

% Numerical parameters
nx = 201; % Number of gridpoints in x-direction
nt = 500; % Number of timesteps to compute
dx = L/(nx-1); % Spacing of grid
x = -L/2:dx:L/2;% Grid

% Setup initial temperature profile
T = ones(size(x))*Trock;
T(find(abs(x)<=W/2)) = Tmagma;

time = 0;
for n=1:nt % Timestep loop

% Compute new temperature
Tnew = zeros(1,nx);
for i=2:nx-1

Tnew(i) = T(i) + ?????;
end

% Set boundary conditions
Tnew(1) = T(1);
Tnew(nx) = T(nx);

% Update temperature and time
T = Tnew;
time = time+dt;

% Plot solution
figure(1), clf
plot(x,Tnew);
xlabel(’x [m]’)
ylabel(’Temperature [ˆoC]’)
title([’Temperature evolution after ’,num2str(time/day ),’ days’])

drawnow
end

Figure 5.2: MATLAB script to solve eq. (5.33) (once the blanks indicated by the questions marks are filled
in . . . ).
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5.2 Implicit FD schemes and boundary conditions

Reading

• Press et al.(1993), sec. 19.2

• Spiegelman(2004), sec. 6.1-6.5

5.2.1 Variable time derivatives – explicit vs. implicit

Last week we solved the transient (time-dependent) heat equation in 1D. In the absence of heat
sources, the governing equation is

∂T
∂t

= κ
∂2T
∂x2 (5.43)

if material parameters are homogeneous.
In explicit finite difference schemes, the temperature at timen+1 depends only on the already

known temperature at timen. The explicit finite difference discretization of eq. (5.43) is

Tn+1
i −Tn

i

∆t
= κ

Tn
i+1−2Tn

i +Tn
i−1

h2 , (5.44)

using central differences for the spatial derivatives (subscript i indicating thex location in 1-D,
superscripts indicating the time). Eq. (5.44) can be rearranged in the following manner (with all
quantities at timen+1 on the left and quantities at timen on the right-hand-side)

Tn+1
i = Tn

i +κ∆t
Tn

i+1−2Tn
i +Tn

i−1

h2 (5.45)

Since we knowTn
i+1, Tn

i andTn
i−1, we can computeTn+1

i . This is schematically shown on Fig-
ure5.3a, and an algorithm based on eq. (5.45), such as the one of last week’s problem set, is called
a forward time, centered space (FTCS)because of the way it is computed.

The major advantage of explicit finite difference methods isthat they are relatively simple, only
one solution forT needs to be stored, and the method is computationally fast for each time step.
However, the main drawback is that stable solutions are obtained only when

0 <
2κ∆t
h2 ≤ 1 or ∆t ≤ h2

2κ
for givenh. (5.46)

If this condition is not satisfied, the solution becomes unstable, starts to wildly oscillate, or “blow
up”. Press et al.(1993) discuss how to derive stability bounds for different wavelengths of pertur-
bations, but physically, the stability condition eq. (5.46) means that the maximum time step needs
to be smaller than the time it takes for an anomaly to diffuse across the grid (nodal) spacingh (cf.
diffusion time in sec.4.3). The explicit solution, eq. (5.45), is an example of aconditionally stable
method that only leads to well behaved solutions if a criterion like eq. (5.46) is satisfied.

Note that eq. (5.46) can only hold forκ∆t > 0; having a negative diffusivity, or using a time-
reversed∆t < 0, will invariably lead to blow up since small features will get emphasized rather than

USC GEOL540 68 Numerical Geodynamics



CHAPTER 5. FINITE DIFFERENCES

Figure 5.3: A) Explicit finite difference discretization. B) Implicit finite difference discretization. C)
Crank-Nicolson finite difference discretization.

smoothed out. This is an issue if one wishes to reconstruct diffusive-advective processes (such as
mantle convection), going from the present-day temperature field back in time. We will revisit
an FTCS scheme similar to eq. (5.44) for advection that involves single derivatives in space later.
Unlike eq. (5.44), the FTCS scheme for advection isalwaysunstable. Not a good idea.

Even if the FTCS for diffusion can be made stable, the stability condition leads to numerical
convenience issues. Given that we are typically interestedin spatial features with wavelength,λ,
within the solution that are much larger thanh, λ≫ h, because we want to resolve the solution
features at least with a few nodes, the explicit scheme, eq. (5.44), will require (λ/h)2≫ 1 steps
per relevant time scale for the evolution ofλ features, which is usually prohibitive.

An alternative approach is animplicit finite difference scheme, where the spatial derivatives
∂2T/∂x2 are evaluated (at least partially) at the new time step. The simplest implicit discretization
of eq. (5.43) is

Tn+1
i −Tn

i

∆t
= κ

Tn+1
i+1 −2Tn+1

i +Tn+1
i−1

h2 , (5.47)

a fully implicit scheme where the time derivative is taken backward (Figure5.3b). Eq. (5.47) can
be rearranged so that unknown terms are on the left and known terms are on the right

−sTn+1
i+1 +(1+2s)Tn+1

i −sTn+1
i−1 = Tn

i (5.48)

wheres= κ∆t/h2. Note that in this case we no longer have an explicit relationship forTn+1
i−1 ,Tn+1

i

andTn+1
i+1 . Instead, we have to solve a linear system of equations, which is discussed further below.

Note: If the spatial derivative is of type
∂
∂x

(

k(x)
∂
∂x

T

)

(5.49)

as for the case of the laterally varying conductivity in the explicit FD exercise for the heat equation, then

− rkrT
n+1
i+1 +[1+ r(kl +kr)]T

n+1
i − rkl T

n+1
i−1 = Tn

i (5.50)

has to be used instead of eq. (5.48). Here,r = ∆t/h2 andkl andkr are the material parameters to the “left”’
(xi−1/2) and “right” (xi+1/2), respectively.
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The main advantage of implicit methods is that there are no restrictions on the time step, the
fully implicit scheme isunconditionally stable. This does not mean that it is accurate. Taking
large time steps may result in an inaccurate solution for features with small spatial scales. For
any application, it is therefore always a good idea to check the results by decreasing the time step
until the solution does not change anymore (this is called a convergence check), and to ensure the
method can deal with small and large scale features robustlyat the same time.

Eq. (5.48) is also suited to understand the overall behavior of an implicit method for large time
steps. If we let∆t→ ∞, and then divide eq. (5.48) by−s, we get

Ti+1−2Ti +Ti−1 = 0, (5.51)

which is a central difference approximation of the steady state solution of eq. (5.43),

∂2T
∂x2 = 0. (5.52)

Therefore, the fully implicit scheme will always yield the right equilibrium solution but may not
capture small scale, transient features.

It turns out that the fully implicit method described by eq. (5.47) is second order accurate in
space but only first order accurate in time,i.e. O(h2,∆t). It is possible to write down a scheme
which is second order accurate both in time and in space (i.e. O(h2,∆t2)). One such scheme is
the Crank-Nicolson scheme (see exercises, Fig.5.3C), which is unconditionally stable. Note the
analogy with the previous derivation of spatial derivatives: forward or backward differences were
only first order accurate, while the central difference approach achieved second order accuracy
O(h2). The Crank-Nicolson method is the time analog of central spatial differences. However, any
partially implicit method is more tricky to compute as we need to infer the future solution at time
n+1 by inversion of a system of linear equations based on the known solution at timen. This is
discussed next.

5.2.2 Solution of example problem

Boundary conditions – Neumann and Dirichlet

We solve the transient heat equation, eq. (5.43), on the domain−L/2≤ x≤ L/2 subject to the
following boundary conditions for fixed temperature

T(x =−L/2, t) = Tle f t (5.53)

T(x = L/2, t) = Tright

with the initial condition

T(x <−W/2,x > W/2, t = 0) = 300 (5.54)

T(−W/2≤ x≤W/2, t = 0) = 1200, (5.55)

where we have again assumed a hot dike intrusion for−W/2≤ x≤W/2.
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Boundary conditions (BCs) for PDEs that specify values of the solution function (hereT) to
be constant, such as eq. (5.53), are calledDirichlet boundary conditions. We can also choose to
specify the gradient of the solution function,e.g.∂T/∂x (Neumann boundary condition). This
gradient boundary condition corresponds to heat flux for theheat equation and we might choose,
e.g., zero flux in and out of the domain (isolated BCs):

∂T
∂x

(x =−L/2, t) = 0 (5.56)

∂T
∂x

(x = L/2, t) = 0.

Solving an implicit finite difference scheme

As usual, the first step is to discretize the spatial domain with nx finite difference points. The
implicit finite difference discretization of the temperature equation within the medium where we
wish to obtain the solution is eq. (5.48). Starting with fixed temperature BCs (eq. (5.53)), the
boundary condition on the left boundary gives

T1 = Tle f t (5.57)

and the one on the right
Tnx = Tright . (5.58)

Eqs. (5.48), (5.57), and (5.58) can be written in matrix form as

Ac = rhs. (5.59)

For a six-node grid, for example, the coefficient matrixA is

A =

















1 0 0 0 0 0
−s (1+2s) −s 0 0 0
0 −s (1+2s) −s 0 0
0 0 −s (1+2s) −s 0
0 0 0 −s (1+2s) −s
0 0 0 0 0 1

















, (5.60)

the unknown temperature vectorc is

c =



















Tn+1
1

Tn+1
2

Tn+1
3

Tn+1
4

Tn+1
5

Tn+1
6



















, (5.61)
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and the known right-hand-side vectorrhs is

rhs =

















Tle f t

Tn
2

Tn
3

Tn
4

Tn
5

Tright

















. (5.62)

Note that matrixA will have a unity entry on the diagonal and zero else for each node where
Dirichlet (fixed temperature) boundary conditions apply; see derivation below and eqs. (5.74) and
(5.75) for how to implement Neumann boundary conditions.

Matrix A also has an overall peculiar form because most entries off the diagonal are zero. This
“sparseness” can be exploited by specialized linear algebra routines, both in terms of storage and
speed. By avoiding computations involving zero entries of the matrix, much larger problems can be
handled than would be possible if we were to store the full matrix. In particular, the fully implicit
FD scheme leads to a “tridiagonal” system of linear equations that can be solved efficiently by LU
decomposition using the Thomas algorithm (e.g.Press et al., 1993, sec. 2.4).

Matlab implementation

Within Matlab, we declare matrixA to be sparse by initializing it with thesparse function. This
will ensure a computationally efficient internal treatmentwithin Matlab. (Later, we will take re-
course to asparse2 function that improves on built-insparse .) Once the coefficient matrixA and
the right-hand-side vectorrhs have been constructed, MATLAB functions can be used to obtain
the solutionc and you will not have to worry about choosing a proper matrix solver for now.

First, however, we have to construct the matrices and vectors. The coefficient matrixA can be
constructed with a simple loop:

A = sparse(nx,nx);
for i=2:nx-1

A(i,i-1) = -s;
A(i,i ) = (1+2*s);
A(i,i+1) = -s;

end

and the boundary conditions are set by:

A(1 ,1 ) = 1;
A(nx,nx) = 1;

(Exercise: Improve on the loop formulation forA assembly by using Matlab vector functionality.)
Once the coefficient matrix has been constructed, its structure can be visualized with the command

>>spy(A)

USC GEOL540 72 Numerical Geodynamics



CHAPTER 5. FINITE DIFFERENCES

(Try it, for example by putting a “break-point” into the Matlab code below after assembly.)
The right-hand-side vectorrhs can be constructed with

rhs = zeros(nx,1);
rhs(2:nx-1) = Told(2:nx-1);
rhs(1) = Tleft; rhs(nx) = Tright;

The only thing that remains to be done is to solve the system ofequations and findc. MATLAB
does this with

c = A\rhs;

The vectorc is now filled with new temperaturesTn+1, and we can go to the next time step. Note
that, for constant∆t, κ, andh, the matrixA does not change with time. Therefore we have to form
it only once in the program, which speeds up the code significantly. Only the vectorsrhs andc
need to be recomputed. (Note: Having a constant matrix helpsa lot for large systems because
operations such asc = A\rhs can then be optimized further by storingA in a special form.)

5.2.3 Exercises

1. Save the scriptheat1Dexplicit.m from last week asheat1Dimplicit.m . Program the
implicit finite difference scheme explained above. Comparethe results with results from last
week’s explicit code.

2. Time-dependent, analytical solutions for the heat equation exists. For example, if the initial
temperature distribution (initial condition, IC) is

T(x, t = 0) = Tmaxexp

(

−
( x

σ

)2
)

(5.63)

whereTmax is the maximum amplitude of the temperature perturbation atx = 0 andσ its
half-width of the perturbance (useσ < L, for exampleσ = W). The solution is then

T(x, t) =
Tmax

√

1+4tκ/σ2
exp

( −x2

σ2+4tκ

)

(5.64)

(for T = 0 BCs at infinity). Program the analytical solution and compare the analytical
solution with the numerical solution with the same initial condition. Compare results of
the implicit and FTCS scheme used last week to the analyticalsolution near the instability
region of FTCS,

s=
κ∆t
∆x2 <

1
2
. (5.65)

Note: Eq. (5.64) can be derived using asimilarity variable, x̃ = x/xc with xc ∝
√

κt. Looks
familiar?
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3. A steady-state temperature profile is obtained if the timederivative∂T/∂t in the heat equa-
tion (eq.5.43) is zero. There are two ways to do this.

3.1 Wait until the temperature does not change anymore.

3.2 Write down a finite difference discretization of∂2T/∂x2 = 0 and solve it. (See the limit
case consideration above.)

Employ both methods to compute steady-state temperatures for Tle f t = 100◦ andTright =
1000◦. Derive the analytical solution and compare your numericalsolutions’ accuracies.
Use the implicit method for part (a), and think about different boundary conditions, and the
case with heat production.

4. Apply no flux boundary conditions at|x| = L/2 and solve the dike intrusion problem in a
fully implicit scheme. Eqs. (5.74) and (5.75) need to replace the first and last columns of
yourA matrix.

5. Derive and program the Crank-Nicolson method (cf.Figure5.3C). This “best of both worlds”
method is obtained by computing the average of the fully implicit and fully explicit schemes:

Tn+1
i −Tn

i

∆t
=

κ
2

(

(

Tn+1
i+1 −2Tn+1

i +Tn+1
i−1

)

+
(

Tn
i+1−2Tn

i +Tn
i−1

)

h2

)

. (5.66)

This scheme should generally yield the best performance forany diffusion problem, it is sec-
ond order time and space accurate, because the averaging of fully explicit and fully implicit
methods to obtain the time derivative corresponds to evaluating the derivative centered on
n+1/2. Such centered evaluation also lead to second order accuracy for the spatial deriva-
tives. Compare the accuracy of the Crank-Nicolson scheme with that of the FTCS and fully
implicit schemes for the cases explored in the two previous problems, and for ideal values
of dt and dx and for large values of dt that are near the instability region of FTCS.

Hint: Proceed by writing out eq. (5.66) and sorting terms into those that depend on the
solution at time stepn+1 and those at time stepn, as for eq. (5.48).

6. Bonus question: Write a code for the thermal equation withvariable thermal conductivityk:

ρcp
∂T
∂t = ∂

∂x

(

k∂T
∂x

)

. Assume that the grid spacingh is constant. For extra bonus, allow for

variable grid spacing and variable conductivity.

5.2.4 Derivation of flux boundary conditions (fictitious boundary points)

A Neumann boundary condition can be expressed as

∂T(x = 0, t)
∂x

= c1 (5.67)

∂T(x = L, t)
∂x

= c2
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Figure 5.4: Discretization of the numerical domain with fictitious boundary points, that are employed to set
flux boundary conditions.

These conditions can be implemented with a forward or a backward FD expression. However,
this is not preferred since such finite difference approximations are only first order accurate in
space (see last section). A better way to incorporate a flux boundary conditions is therefore to use
a central finite difference approximation, which is given (at i = 1) by

T2−T0

2h
= c1 (5.68)

and ati = nx by

Tnx+1−Tnx−1

2h
= c2. (5.69)

The problem is, of course, that the expressions above involve points that are not part of the original
numerical grid (Tn+1

0 andTn+1
nx+1). These points are calledfictitious boundary points(Figure5.4).

A way around this can be found by noting that the equation for the center nodes is given by

Tn+1
i −Tn

i

∆t
= κ

Tn+1
i+1 −2Tn+1

i +Tn+1
i−1

h2 . (5.70)

Writing this expression for the first node gives

Tn+1
1 −Tn

1

∆t
= κ

Tn+1
2 −2Tn+1

1 +Tn+1
0

h2 . (5.71)

An explicit expression forTn+1
0 is obtained from eq. (5.68)

Tn+1
0 = Tn+1

2 −2hc1, (5.72)

i.e.we are simply extrapolating fromT2 toT0 with the slope given byc1. Substituting into eq. (5.71)
yields

Tn+1
1 −Tn

1

∆t
= κ

2Tn+1
2 −2Tn+1

1 −2hc1

h2 . (5.73)

To apply this formulation in a fully explicit scheme, we can again rearrange terms to bring known
quantities on the right-hand-side:

(1+2s)Tn+1
1 −2sTn+1

2 = Tn
1 −2shc1. (5.74)
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On the other end of the domain (verify!)

−2sTn+1
nx−1 +(1+2s)Tn+1

nx
= Tn

nx
+2shc2. (5.75)

These equations now only involves grid points that are part of the computational grid, and eqs. (5.74)
and (5.75) can be incorporated into the matrixA and right-hand-siderhs (compare with eq. (5.48)).
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5.3 Non-linearities with FD methods

So far, we considered linear partial differential equations, where the coefficients in the equations
are either constant or only spatially variable, but are independent of time or the solution itself. If
the coefficients are dependent on the solution, a nonlinear problem results.

There are a number of ways to solve such nonlinear problems. The easiest, rough and ready
way, which works in many cases, is to replace the nonlinear PDE by a linear one, guess initial
values for the solution and the parameters that depend on it,and then perform iterations until
the solution converges (Picard iterations). Whether this method will converge will dependon
the quality of the initial guess, which becomes harder when the non-linearities are strong. More
sophisticated methods exist; the most important of which islinearization of the nonlinear terms and
solution of the (more complicated) PDE (e.g. Newton-Rhapsoniterations). This method is more
robust and converges quadratically. It is, however, more difficult to implement and will therefore
not be discussed here.

5.3.1 Example

We consider a case of fluid flow in a porous media (governed by the Darcy equation) whose diffu-
sivity κ is a function of the fluid pressure (high fluid pressure increases permeability,p ↑→ κ ↑).
In a 1-D, vertical (z) column the governing equation shall be

∂P
∂t

=
∂
∂z

(

κ(P)
∂P
∂z

)

(5.76)

whereP is the fluid pressure, andκ(P) the hydraulic diffusivity. The equation is nonlinear because
the diffusivity can be written as a function of the fluid pressureP, which is related to the effect of
dilation and cracking under enhanced fluid pressure.

To solve eq. (5.76), we need a constitutive law, and we assume that the hydraulic diffusivity is
given by

κ(P) = κ0+cPm (5.77)

whereκ0 is the background diffusivity, andc andm (semi-empirical) constants.
We will use a fully implicit scheme, so that the discretization is done in analogy (second order

accurate second spatial derivative) to the implicit 1-D thermal diffusion problem:

Pn+1
i −Pn

i

∆t
=

κn+1
i+1/2

Pn+1
i+1 −Pn+1

i
h −κn+1

i−1/2
Pn+1

i −Pn+1
i−1

h

h
(5.78)

where the material parameters are evaluated in between nodes, for example by computing an aver-
age

κn+1
i±1/2 =

κn+1
i +κn+1

i±1

2
. (5.79)
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(If diffusivity were merely heterogeneous (such as in the previous explicit heat equation example),
but not dependent on the solution itself, we could use a “staggered” grid whereκ would be specified
at nodes located in between the locations whereP is to be computed. )

The implicit equations can again be solved in matrix form as

AP = rhs (5.80)

for Pn+1. The problem, however, is thatκ depends onPn+1. Therefore we have to perform iter-
ations for the truePn+1 and recomputeA at each time step before advancing time. The general
recipe is

1. Use the pressurePn to compute the diffusivitiesκn+1
i±1/2 using eqs. (5.77) and (5.79).

2. Determine the coefficients inA using the estimated diffusivities.

3. Solve the system of equations to find the new pressurePn+1.

4. Use this new pressure estimate to recalculate diffusivities and the coefficients inA.

5. Return to step 2 and continue until the pressurePn+1 stops changing, which indicates that the
solution has converged. Use as an indication of convergencethe following error estimate:

error =
max(abs(Pit −Pit−1))

max(abs(Pit))
(5.81)

If convergence is reached (e.g.relativeerror < 10−4), continue to the next time step.

Exercise

• Write a program that solves the equations described above onthe domainz∈ [0;1] from
t = 0 to t = 0.2. Assume that we have zero flux boundary conditions (i.e.gradient∂P/∂z= 0
on top and bottom). Use non-dimensional parameter valuesκ0 = 0.05, c = 1, m = 2 and
time-step 0.005. The initial pressure is to be unity within[0.4;0.6] and zero else. At each
time step, compare the nonlinear solution to the linear one,obtained by settingc = 0, to
visualize the effect of the non-linear terms.
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x
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i-1,j
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i,j+1i,j-1

L

H

Figure 5.5: Finite difference discretization in 2D

5.4 Two-dimensional heat equation

We now revisit the transient heat equation, this time with sources/sinks, as an example for two-
dimensional FD problem. In 2D ({x,z} space), we can write

ρcp
∂T
∂t

=
∂
∂x

(

k
∂T
∂x

)

+
∂
∂z

(

k
∂T
∂z

)

+Q (5.82)

where,ρ is density,cp heat capacity,k thermal conductivity andQ radiogenic heat production.
If the thermal conductivity is constant, we can rewrite

∂T
∂t

= κ
(

∂2T
∂x2 +

∂2T
∂z2

)

+
Q

ρcp
. (5.83)

5.4.1 Explicit method

The simplest way to discretize eq. (5.83) on a domain,e.g.a box with widthL and heightH, is to
employ an FTCS, explicit method like in 1-D

Tn+1
i, j −Tn

i, j

∆t
= κ

(

Tn
i, j+1−2Tn

i, j +Tn
i, j−1

∆x2 +
Tn

i+1, j −2Tn
i, j +Tn

i−1, j

∆z2

)

+
Qn

i, j

ρcp
. (5.84)

There are now two indices for space,i and j for zi andx j , respectively (Figure5.5). Rearranging
gives

Tn+1
i, j = Tn

i, j +sx
(

Tn
i, j+1−2Tn

i, j +Tn
i, j−1

)

+sz
(

Tn
i+1, j −2Tn

i, j +Tn
i−1, j

)

+
Qn

i, j∆t

ρcp
, (5.85)
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where

sx =
κ∆t
∆x2 and sz =

κ∆t
∆z2 . (5.86)

Boundary conditions can be set the usual way. A constant (Dirichlet) temperature on the left-
hand side of the domain (atj = 1), for example, is given by

Ti, j=1 = Tle f t for all i. (5.87)

A constant flux (Neumann BC) on the same boundary at{i, j = 1} is set through fictitious boundary
points

∂T
∂x

= c1 (5.88)

Ti,2−Ti,0

2∆x
= c1,

Ti,0 = Ti,2−2∆xc1,

which can then be plugged into eq. (5.85) so that forj = 1, for example,

Tn+1
i,1 = Tn

i,1+sx
(

2Tn
i,2−2(Tn

i,1+∆xc1)
)

+sz
(

Tn
i+1,1−2Tn

i,1+Tn
i−1,1

)

+
Qn

i,1∆t

ρcp
. (5.89)

The implementation of this approach is straightforward asT can be represented as a matrix with
Matlab, to be initialized, for example, fornz andnx rows and columns, respectively, as

T = zeros(nz,nx); (5.90)

and then accessed asT(i,j) for Ti, j . The major disadvantage of fully explicit schemes is, of
course, that they are only stable if

2κ∆t
min(∆x2,∆z2)

≤ 1. (5.91)

5.4.2 Fully implicit method

If we employ a fully implicit, unconditionally stable discretization scheme as for the 1D exercise,
eq. (5.83) can be written as

Tn+1
i, j −Tn

i, j

∆t
= κ

(

Tn+1
i, j+1−2Tn+1

i, j +Tn+1
i, j−1

∆x2 +
Tn+1

i+1, j −2Tn+1
i, j +Tn+1

i−1, j

∆z2

)

+
Qn

i, j

ρcp
. (5.92)

Rearranging terms withn+1 on the left and terms withn on the right hand side gives

−szT
n+1
i+1, j −sxT

n+1
i, j+1+(1+2sz+2sx)T

n+1
i, j −szT

n+1
i−1, j −sxT

n+1
i, j−1 = Tn

i, j +
Qn

i, j∆t

ρcp
. (5.93)

As in the 1D case, we have to write these equations in a matrixA and a vectorrhs (and use Matlab
c = A\rhs to solve forTn+1 ). From a practical point of view, this is a bit more complicated than
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x
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nx

nz

Figure 5.6: Numbering scheme for a 2D grid withnx = 7 andnz = 5.

in the 1D case, since we have to deal with “book-keeping” issues, i.e. the mapping ofTi, j to the
entries of a temperature vectorT(k) (as opposed to the more intuitive matrixT(i,j) we could use
for the explicit scheme).

If a 2D temperature field is to be solved for with an equivalentvectorT, the nodes have to be
numbered continuously, for example as in Figure5.6. The derivative versusx-direction is thene.g.

∂2T
∂x2 | j=3,i=4 =

1
∆x2 (T19−2T18+T17) , (5.94)

and the derivative versusz-direction is given by

∂2T
∂z2 | j=3,i=4 =

1
∆z2 (T25−2T18+T11) . (5.95)

If nx are the number of grid points inx-direction andnz the number of points inz-direction, we can
write eqs. (5.94) and (5.95) in a more general way as:

∂2T
∂x2 |i, j =

1
∆x2

(

T(i−1)nx+ j+1−2T(i−1)nx+ j +T(i−1)nx+ j−1
)

(5.96)

∂2T
∂z2 |i, j =

1
∆z2

(

Ti·nx+ j −2T(i−1)nx+ j +T(i−2)nx+ j
)

. (5.97)
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In matrix format this gives something like (cf. eq.5.93)

A =



























1 0 . . . 0 0 0 0 0 0 0 0 . . . 0 0
0 1 . . . 0 0 0 0 0 0 0 0 . . . 0 0
...

...
0 0 −sz . . . −sx (1+2sx+2sz) −sx . . . −sz 0 0 0
0 0 0 −sz . . . −sx (1+2sx +2sz) −sx . . . −sz 0 0
...

...
...

...
0 0 . . . 0 0 0 0 0 0 0 0 . . . 1 0
0 0 . . . 0 0 0 0 0 0 0 0 . . . 0 1



























.

(5.98)
Note that we now have 5 diagonals filled with non-zero entriesas opposed to 3 diagonals in the 1D
case. The solution vectorc is given by

c =































Tn+1
1 = T1,1

Tn+1
2 = T1,2

...
Tn+1
(i−1)nx+ j = Ti, j

Tn+1
(i−1)nx+ j+1 = Ti, j+1

...
Tn+1

nxnz−1 = Tnz,nx−1

Tn+1
nxnz

= Tnz,nx































, (5.99)

and the load (right hand side) vector is given by (Q = 0 for simplicity)

rhs =





























Tbottom

Tbottom
...

Tn
(i−1)nx+ j

Tn
(i−1)nx+ j+1

...
Ttop

Ttop





























. (5.100)

5.4.3 Other methods

The fully implicit method discussed above works fine, but is only first order accurate in time
(sec.5.2). A simple modification is to employ a Crank-Nicolson time step discretization which is
second order accurate in time. In practice, this often does not make a big difference, but Crank-
Nicolson is preferred and does not cost much in terms of additional programming, so you may
consider using it for diffusion-type equations.
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A different, and more serious, issue is the fact that the costof solvingc = A\rhs is a strong
function of the size ofA. This size depends on the number of grid points inx- (nx) andz-direction
(nz). For a 2D problem withnx×nz internal points,(nx×nz)

2× (nx×nz)
2 equations have to be

solved at every time step. This quickly fills the computer memory (especially if going to 3D cases).
For the special case of the temperature equation, differenttechniques have therefore been de-

veloped. One such technique, is thealternating direction implicit(ADI) method. It basically
consists of solving the 2D equations half-explicit and half-implicit along 1D profiles (what you do
is the following: (1) discretize the heat equation implicitly in the x-direction and explicit in the
z-direction. (2) solve it for timen+1/2, and (3) repeat the same but with an implicit discretization
in the z-direction). Compared to the other methods, ADI is fast. However, ADI-methods only
work if the governing equations have time-derivatives, andunfortunately this is often not the case
in geodynamics. In the exercises, we therefore focus on the fully implicit formulation. If, however,
you have to write a thermal solver at some point, you may strongly consider to use the ADI method
(which is still very fast in 3D).

5.4.4 Exercises

In the first two exercises you are to program the diffusion equation in 2D both with an explicit and
an implicit discretization scheme. The problem to be considered is that of the thermal structure of
a lithosphere of 100 km thickness, with an initial linear thermal gradient of 13 K/km. Suddenly
a plume withT = 1500◦ C impinges at the bottom of the lithosphere. What happen withthe
thermal structure of the lithosphere? A related (structural geology) problem is that of the cooling
of batholiths (like the ones in the Sierra Nevada).

1. Fill in the question marks in the scriptheat2Dexplicit.m (Figure5.7), by programming
the explicit finite difference scheme. Employ zero flux boundary conditions∂T

∂x = 0 on the
left and on the right-side of the domain (outside the top and bottom edges), and constant
temperature conditions on the top and bottom. Ignore the effects of radioactive heat.

2. Finish the codeheat2Dimplicit.m (Figure5.8), by programming the implicit finite differ-
ence approximation of the 2D temperature equation.

3. A simple (time-dependent) analytical solution for the temperature equation exists for the
case that the initial temperature distribution is

T(x,z, t = 0) = Tmaxexp

[−(x2 +z2)

σ2

]

(5.101)

whereTmax is the maximum amplitude of the temperature perturbation at(x,z) = (0,0) and
σ its half-width. The solution is than

T(x,z, t) =
Tmax

1+4tκ/σ2 exp

[−(x2 +z2)

σ2+4tκ

]

(5.102)
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Program the analytical solution and compare it with the explicit and fully implicit numerical
solutions with the same initial conditions at each time step. Comment on the accuracy of
both methods for different values of dt.

4. Bonus question 1: Add the effects of radioactive heat to the explicit/implicit equations above.
UseTurcotte and Schubert(2002) or Google to find typical values ofQ,ρ,cp for rocks.

5. Bonus question 2: Write a code for the thermal equation with variable thermal conductivity
k. Assume that the grid spacing∆x is constant. This type of code is not only relevant for
thermal problems, but also for problems like (1) hydro-geological problems (Darcy flow,
e.g.how far did the chemical waste go into the aquifer?), (2) fluidmovements through the
crust and through fault zones (which is related to the creation of ore deposits), (3) magma
migration through the mantle, (4) geochemistry and mineralreactions at grain-boundary
scale, (5) aftershocks and fluids.
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% Solves the 2D heat equation with an explicit finite differe nce scheme
clear
%Physical parameters
L = 150e3; % Width of lithosphere [m]
H = 100e3; % Height of lithosphere [m]
Tbot = 1300; % Temperature of bottom lithosphere [C]
Tsurf = 0; % Temperature of country rock [C]
Tplume = 1500; % Temperature of plume [C]
kappa = 1e-6; % Thermal diffusivity of rock [m2/s]
Wplume = 25e3; % Width of plume [m]
day = 3600*24; % # seconds per day
year = 365.25*day; % # seconds per year

% Numerical parameters
nx = 101; % # gridpoints in x-direction
nz = 51; % # gridpoints in z-direction
nt = 500; % Number of timesteps to compute
dx = L/(nx-1); % Spacing of grid in x-direction
dz = H/(nz-1); % Spacing of grid in z-direction
[x2d,z2d] = meshgrid(-L/2:dx:L/2, -H:dz:0); % create grid
% Compute stable timestep
dt = min([dx,dz])ˆ2/kappa/4;
% Setup initial linear temperature profile
T = abs(z2d./H)*Tbot;
% Imping plume beneath lithosphere
ind = find(abs(x2d(1,:)) <= Wplume/2);
T(1,ind) = Tplume;
time = 0;
for n=1:nt

% Compute new temperature
Tnew = zeros(nz,nx);
sx = kappa*dt/dxˆ2;
sz = kappa*dt/dzˆ2;
for j=2:nx-1

for i=2:nz-1
Tnew(i,j) = ????;

end
end
% Set boundary conditions
Tnew(1,:) = T(1 ,: );
Tnew(nz,:) = ?;
for i=2:nz-1

Tnew(i,1) = ?
Tnew(i,nx) = ?

end
T = Tnew;
time = time+dt;
% Plot solution every 50 timesteps
if (mod(n,50)==0)

figure(1), clf
pcolor(x2d/1e3,z2d/1e3,Tnew); shading interp, colorbar
hold on
contour(x2d/1e3,z2d/1e3,Tnew,[100:100:1500],’k’);
xlabel(’x [km]’)
ylabel(’z [km]’)
zlabel(’Temperature [ˆoC]’)
title([’Temperature evolution after ’,num2str(time/yea r/1e6),’ Myrs’])
drawnow

end
end

Figure 5.7: MATLAB script heat2Dexplicit.m to solve the 2D heat equation.
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% Solves the 2D heat equation with an implicit finite differe nce scheme
clear
%Physical parameters
L = 150e3; % Width of lithosphere [m]
H = 100e3; % Height of lithosphere [m]
Tbot = 1300; % Temperature of bottom lithosphere [C]
Tsurf = 0; % Temperature of country rock [C]
Tplume = 1500; % Temperature of plume [C]
kappa = 1e-6; % Thermal diffusivity of rock [m2/s]
Wplume = 25e3; % Width of plume [m]
day = 3600*24; % # seconds per day
year = 365.25*day; % # seconds per year
dt = 100e6*year; % timestep
% Numerical parameters
nx = 51; % # gridpoints in x-direction
nz = 51; % # gridpoints in z-direction
nt = 100; % Number of timesteps to compute
dx = L/(nx-1); % Spacing of grid in x-direction
dz = H/(nz-1); % Spacing of grid in z-direction
[x2d,z2d] = meshgrid(-L/2:dx:L/2, -H:dz:0); % create grid
% Setup initial linear temperature profile
T = abs(z2d./H)*Tbot;
% Imping plume beneath lithosphere
ind = find(abs(x2d(1,:)) <= Wplume/2);
T(1,ind) = Tplume;
% Setup numbering
num = 1;
for i=1:nz

for j=1:nx
Number(i,j) = num;
num = num+1;

end
end
% Construct the A matrix
A = sparse(nx*nz,nx*nz);
sx = kappa*dt/dxˆ2;
sz = kappa*dt/dzˆ2;
for i = 2:nz-1

for j = 2:nx-1
ii = Number(i,j);
A( ii, Number(i+1,j )) = ??;
A( ii, Number(i ,j+1)) = ??;

??
end

end
% Set lower and upper BC
for j = 1:nx
??
end
% Set left and right BC
for i = 1:nz
??
end
time = 0;
for n=1:nt

% Compute rhs
rhs = zeros(nx*nz,1);
for i = 1:nz

for j = 1:nx
ii = Number(i,j);

??
end

end
% Compute solution vector
Tnew_vector = A\rhs;
% Create 2D matrix from vector
Tnew = Tnew_vector(Number);
T = Tnew;
time = time+dt;
% Plot solution every 50 timesteps
if (mod(n,10)==0)

figure(1), clf
pcolor(x2d/1e3,z2d/1e3,Tnew); shading interp, colorbar
hold on
contour(x2d/1e3,z2d/1e3,Tnew,[100:100:1500],’k’);
xlabel(’x [km]’)
ylabel(’z [km]’)
zlabel(’Temperature [ˆoC]’)
title([’Temperature evolution after ’,num2str(time/yea r/1e6),’ Myrs’])
drawnow

end
end

Figure 5.8: MATLAB script heat2Dimplicit.m to solve the 2D heat equation.
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5.5 Advection equations with FD

Reading

• Spiegelman(2004), chap. 5

• Press et al.(1993), sec. 19.1

5.5.1 The diffusion-advection (energy) equation for temperature in convec-
tion

So far, we mainly focused on the diffusion equation in a non-moving domain. This is maybe
relevant for the case of a dike intrusion or for a lithospherewhich remains undeformed. However,
more often, we want to consider problems where material moves during the time period under
consideration and takes temperature anomalies with it. An example is a plume rising through a
convecting mantle. The plume is hot and hence its density is low compared to the colder mantle
around it. The hot material rises with a velocity that depends on the density anomaly and viscosity
(see Stokes velocity). If the numerical grid remains fixed inthe background, the hot temperatures
should be moved to different grid points at each time step (see Figure5.9for an illustration of this
effect).

More generally speaking, mantle convection is an example ofa system where heat is transport-
ed by diffusion (temperature changes without moving mass, particularly important in the boundary
layers) and advection (temperature changes by transport, dominant in the interior the domain).
How strongly these two effects are partitioned is indicatedglobally by the Rayleigh number, and
locally by the Peclet number (see sec.2.3on scaling analysis).

Mathematically, the temperature equation gets an additional term for advection in a Eulerian
(fixed grid) system. In 1-D and in the absence of heat sources,the diffusion-advection equation
becomes (see continuum mechanics, sec.2.2)

ρcp

(

∂T
∂t

+vx
∂T
∂x

)

=
∂
∂x

(

k
∂T
∂x

)

(5.103)

or in 2-D

ρcp

(

∂T
∂t

+vx
∂T
∂x

+vz
∂T
∂z

)

=
∂
∂x

(

k
∂T
∂x

)

+
∂
∂z

(

k
∂T
∂z

)

(5.104)

wherevx,vz are velocities inx-, respectivelyz-direction. Ifk is constant, the general equation can
be written as

∂T
∂t

+v ·∇T = κ∇2T. (5.105)

Heat sources would lead to additional terms on the right handside. Since temperature variations
lead to buoyancy forces, the energy equation is coupled withthe Stokes (momentum equilibrium)
equation from which velocitiesv can be computed to close the system needed for a convection
algorithm. You can explore the coupling between energy and Stokes solvers in your term project.
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Figure 5.9: Snapshots of a bottom heated thermal convection model with aRayleigh-number of 5×105 and
constant viscosity (no internal heating). Temperature is advected through a fixed (eulerian) grid (circles)
with a velocity (arrows) that is computed with a Stokes solver.

Mantle convection codes typically deal with advection of a temperature field assuming that
there is significant diffusion at the same time,κ > 0, and will produce non-physical artifacts in
cases that are advection-dominated. One example would be ifa chemical compositionC is to be
treated akin toT,

∂C
∂t

+v ·∇C = κc∇2C. (5.106)

Chemical diffusivities are for mantle purposes zero,κc≈ 0, and special tricks are required to use
field methods to solve

∂C
∂t

+v ·∇C = 0 (5.107)

(e.g.Lenardic and Kaula, 1993), as discussed below. Often, one therefore uses tracer-based, or
“particle methods” whereC is assigned to virtual particles that are then advected withan ODE
approach (to be solved with,e.g., Runge Kutta)

dC
dt

= 0 and
dxi

dt
= v (5.108)

wherexi is the location of thei-th tracer moving through the fluid. We will return to a hybrid
approach below, but see,e.g., Tackley and King(2003) for a recent discussion of different tracer
approaches. A related method is based on marker chains (e.g.van Keken et al., 1997), this works
well if we are mainly interested in tracking a single interface between different materials withC1

andC2. For the latter problem, “level set” methods are also promising (e.g.Suckale et al., 2010;
Samuel and Evonuk, 2010).
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5.5.2 Advection (transport equations)

We will return to the combined (“combo”) solution of both diffusion and advection below, but for
now focus on the advection part. In the absence of diffusion (i.e. k,κ = 0), the 1-D equations are

∂T
∂t

+vx
∂T
∂x

= 0 (5.109)

and
∂T
∂t

+vx
∂T
∂x

+vz
∂T
∂z

= 0. (5.110)

We will now evaluate some options on how to solve these equations with a finite difference scheme
on a fixed grid. Even though the equations appear simple, it isquite tricky to solve them accurately,
more so than for the diffusion problem. This is particularlythe case if there are large gradients in
the quantity that is to be advected,e.g.∇T. If not done carefully, one can easily end up with
strong numerical artifacts such as wiggles (oscillatory artifacts) and numerical diffusion (artificial
smoothing of the solution).

FTCS method

In 1-D, the simplest way to discretize eq. (5.109) is by employing a central difference scheme in
space, and go forward in time (another example of a forward-time, central space, FTCS, scheme):

Tn+1
i −Tn

i

∆t
=−vx,i

Tn
i+1−Tn

i−1

2∆x
, (5.111)

wherevx,i is thevx velocity at locationi.

Exercise 1 We will consider a 1-D problem, with constantvx velocity in which an exponential
pulse of temperature is getting advected along thex axis.

• Program the FTCS method in the code of Figure5.10and watch what happens. Change the
sign of the velocity. Change the time step and grid spacing and compute the non-dimensional
parameter|vx|∆t/∆x. When do unstable results occur? Put differently, can you find a∆t small
enough to avoid blow-up?

As you can see from the exercise, the FTCS method does not workso well . . . In fact, it is a nice
example of a scheme that looks logical on paper, but looks canbe deceiving. The FTCS method is
unconditionally unstable, blow up for any∆t, as can be shown byvon Neumann stability analysis
(cf. chap 5 ofSpiegelman, 2004). The instability is related to the fact that this scheme produces
negative diffusion, which is numerically unstable.

USC GEOL540 89 Numerical Geodynamics



CHAPTER 5. FINITE DIFFERENCES

%
% FTCS advection schem
%
clear all

nx = 201;
W = 40; % width of domain
Vel = -4; % velocity
sigma = 1;
Ampl = 2;
nt = 500; % number of timesteps
dt = 1e-2; % timestep
dx = W/(nx-1);
x = 0:dx:W;
% Initial Gaussian T-profile
xc = 20;
T = Ampl*exp(-(x-xc).ˆ2/sigmaˆ2);
% Velocity
Vx = ones(1,nx)*Vel;
abs(Vel)*dt/dx
cfac = dt/(2*dx);
% Central finite difference discretization
for itime=1:nt

% central fin. diff
for ix=2:nx-1

Tnew(ix) = ???
end
% BCs
Tnew(1) = ???
Tnew(nx) = ???
% Update Solution & time incremement
T = Tnew;
time = itime*dt;
% Analytical solution for this case
T_anal = ???
figure(1),clf, plot(x,T,x,T_anal), ...

legend(’Numerical’,’Analytical’)
xlabel(’x’)
ylabel(’temperature’)
drawnow

end

Figure 5.10: MATLAB script to be used with FTCS exercise 1.

Lax method

The Lax approach consists of replacing theTn
i in the time-derivative of eq. (5.111) with (Tn

i+1 +
Tn

i−1)/2. The resulting equation is

Tn+1
i − (Tn

i+1+Tn
i−1)/2

∆t
=−vx,i

Tn
i+1−Tn

i−1

2∆x
(5.112)

Exercise 2

• Program the Lax method by modifying the script of the last exercise. Try different veloc-
ities and∆t settings and compute theCourant numberα, which is given by the following
equation:

α =
vx∆t
∆x

(5.113)

Is the numerical scheme stable for all Courant numbers? Whatis the physical meaning of
α? What happens forα = 1 and why?

• Bonus question: Implement a generalized Galerkin-Lax-Wendroff method using the follow-
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ing equation:

[Mx−
α2

∆x2

∂2

∂x2 ](Tn+1
i −Tn

i )+α∆x
∂
∂x

Tn
i −

α2∆x2

2
∂
∂x

Tn
i = 0 (5.114)

whereMx = {1
6, 2

3, 1
6} and spatial derivatives are discretized using second ordercentral dif-

ferences:

1
6
(1−c2∆x2)(Tn+1

i+1 −Tn+1
i−1 )+

2
3
(1+c2∆x2)Tn+1

i

=
[1
6
− α

2
+

α2∆x2

3

]

Tn
i+1+

2
3
(1−α2∆x2)Tn

i +
[1
6
− α

2
+

α2∆x2

3

]

Tn
i−1

(5.115)

This formulation gives us much better accuracy (O(∆t2,∆x2) by using a higher order dis-
cretization in both time and space. But what is its stabilityrange in terms of Courant num-
ber? Notice the difference in terms of artificial diffusion,and oscillations with respect to the
simple Lax method.

As you saw from the exercise the Lax method does not blow up, but does have a lot of numerical
diffusion forα 6= 1 (which is hard to attain for realistic problems, asv will vary in space and time).
In fact, the Lax criterion stabilized the discretized advection equation by adding some artificial
diffusion. So, it’s an improvement but it’s far from perfect, since you may now lose the plumes of
Figure5.9 around mid-mantle purely due to numerical diffusion. As forthe case of the implicit
versus explicit solution of the diffusion equation, you seethat there are trade-offs between stability
and accuracy. There is no free lunch, and numerical modelingis also a bit of an art.

The stability requirement

α =
|V|∆t

∆x
≤ 1 (5.116)

is called theCourant criterion(Figure5.11).

Streamline upwind scheme

A popular scheme is the so-called (streamline) upwind approach (Figure5.12a). Here, the spatial
finite difference scheme depends on the sign of the velocity:

Tn+1
i −Tn

i

∆t
=−vx,i

{

Tn
i −Tn

i−1
∆x , if vx,i > 0

Tn
i+1−Tn

i
∆x , if vx,i < 0

(5.117)

Note that we have replaced central with forward or backward derivatives, depending on the flow
direction. The idea is that the flux into the local cell atxi will only depend on the gradient of
temperature in the direction “upstream”,i.e. where the inflowing velocity is coming from.
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Figure 5.11: Illustration of the Courant criterion (fromPress et al., 1993, chap 19.1).

Exercise 3

• Program the upwind scheme method. Try different velocity distributions (not just constant)
and compute the Courant numbersα. Is the numerical scheme stable for all Courant num-
bers?

The upwind scheme also suffers from numerical diffusion, and it is only first order accurate in
space. For some applications, particularly if there’s alsodiffusion, it might just be good enough
because the simple trick of doing FD forward or backward is closer to the underlying physics of
transport than, say, FTCS. There are some mantle convectioncodes that use streamlined upwind
schemes.

So far, we employed explicit discretizations. You’re probably wondering whether implicit dis-
cretizations will save us again this time. Bad news: they arenot well-suited for this type of problem
(try it and see). Implicit schemes behave like parabolic partial differential equations (e.g.the diffu-
sion equation) in that a perturbation at node (j,n) will affect the solution at all nodes at time level
n+1. With hyperbolic PDE’s like the advection equation or the wave equation, disturbances travel
at a finite speed (the speed of the material displacement) andwill not affect all nodes at time level
n+1. So we have to come up with something else.
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(a) (b)

Figure 5.12: Illustration of the upwind (a) and leapfrog (b) schemes (from Press et al., 1993, chap 19.1).

Modified Crank-Nicolson

One approach to solving the advection equation is the previously introduced Crank-Nicolson semi-
implicit scheme. Here we modify it slightly by introducing ageneral mass operatorMx = {δ,1−
2δ,δ}.

Mx
[Tn+1

i −Tn
i

∆t
+

v
2

(Tn
i+1−Tn

i−1)+(Tn+1
i+1 −Tn+1

i−1 )

2∆t

]

= 0 (5.118)

Setting the mass operator toδ = 0 gives us the previously seen Crank-Nicolson semi-implicit
finite difference discretization, while settingδ = 1

6 gives us the finite element formulation. Below
is eq. (5.118) written out withδ = 1

6.

[1
6
− 1

4
(v

∆t
∆x

)
]

Tn+1
i−1 − (1− 1

3
)Tn+1

i +
[1
6

+
1
4
(v

∆t
∆x

)
]

Tn+1
i+1

=
[1
6

+
1
4
(v

∆t
∆x

)
]

Tn
i−1+(1− 1

3
)Tn

i +
[1
6
− 1

4
(v

∆t
∆x

)
]

Tn
i+1

(5.119)

The finite element Crank-Nicolson advection scheme is stable for α ≤ 1 and provides an im-
provement over previous schemes in that it is accurate to O(∆t, ∆x3). This allows us to reduce the
number of grid points to reach the same accuracy as the other schemes presented, as long asdt is
kept small enough.

USC GEOL540 93 Numerical Geodynamics



CHAPTER 5. FINITE DIFFERENCES

Staggered leapfrog

The explicit discretizations discussed so far were second order accurate in time, but only first order
in space. We can also come up with a scheme that is second orderin time and space

Tn+1
i −Tn−1

i

2∆t
=−vx,i

Tn
i+1−Tn

i−1

2∆x
, (5.120)

calledstaggered leapfrogbecause of the way it’s centered in shifted space-time (Figure 5.12b).
The computational inconvenience in this scheme is that two time steps have to be stored,Tn−1 and
Tn.

Exercise 4

• Program the staggered leapfrog method (assume that at the first time stepTn−1 = Tn) and
the two formulations of the Crank-Nicolson method withδ = 0 andδ = 1

6. Try with different
values of the Courant numberα and compare the accuracy and stability of the three different
methods. Also make the width of the Gaussian curve smaller.

The staggered leapfrog method works quite well regarding the amplitude and transport phase as
long asα is close to one. If, however,α≪ 1 and the length scale of the to-be-transported quantity
is small compared to the number of grid points (e.g.we have a thin plume), numerical oscillations
again occur (those are due to the lack of communication between cells, which can be remedied by
artificial diffusion). The conditions where leapfrog does not work well are typically the case in
mantle convection simulations (cf. Figure5.9). Onward ever, backward never.

Similarly, the Crank-Nicolson method works well forv≤ 0.1 andα≤ 0.1, and eliminates the
staggered problem. But what happens forα ≥ 0.1? What about the finite element formulation?
What about computational time? Is Crank-Nicolson’s increased accuracy worth the extra work? Is
it well-suited for mantle convection problems?

MPDATA

This is a technique that is frequently applied in (older) mantle convection codes. The idea is based
on Smolarkiewicz(1983) and represents an attempt to improve on the upwind scheme byadding
some anti-diffusion, which requires iterative corrections. The results are pretty good, but MPDATA
is somewhat more complicated to implement. Moreover we still have a restriction on the time step
(given by the Courant criterion), for details seeSpiegelman(2004).

Semi-Lagrangian approach

What we want is a scheme that is stable, has only small numerical diffusion and is not limited by
the Courant criterion. A contender is the semi-Lagrangian method, which is often used for climate
modeling. The method is related to tracer-based advection by solving ODEs and has little to do
with the finite difference schemes we discussed so far. Sincethis scheme could be the one that is
most important for practical purposes we will go in more detail. It has few drawbacks, one being
that it is not necessarily flux conserving.
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Basic idea The basic idea of the semi-Lagrangian method is illustratedin Figure5.13A and is
given by the following, simplified scheme. Instead of allowing the numerical scheme to transport
noise in from unknown regions, the semi-Lagrangian method uses transport by going back one
(e.g.Euler) step.

For each pointi at xi and timetn:

1. Assume that the future velocityvx(tn+1,xi) at xi is known. Under the assumption that the
velocity at the old time step is close to the future velocity (vx(tn+1,xi) ≈ vx(tn,xi)) and that
velocity does not vary spatially (vx(tn,xi−1) ≈ vx(tn,xi) ≈ vx(tn,xi+1)), we can compute the
locationX where the particle came from byX = xi−∆tvx(tn+1,xi).

2. Interpolate temperature from grid points{xi} to the locationX at timetn, T(tn,X). For exam-
ple, use cubic interpolation (in MATLAB use the commandinterp1(x,T, X, ’cubic’)
for interpolation, wherex is supposed to be the vector that holds the{xi}).
Note 1: Be careful with interpolation. For smooth functions, polynomial interpolation, say of cubic
order, is often a good idea. However, at edges, or if the function is otherwise discontinuous, “ring-
ing”, i.e. large, wiggly excursions, can occur. Linear, or spline, interpolation may be preferred.
Note 2:Most of the Matlab interpolation functions will by default not extrapolate outside the

[min(xi),max(xi)]

range and returnNaN (not a number). If extrapolation is desired,’extrap’ needs to be set as an
option when calling the ’interp1’ function.

3. Assume thatT(tn+1,xi) = T(tn,X), i.e. temperature has been transported (along “character-
istics”) without any modification (e.g.due to diffusion).

This scheme assumes that no heat-sources were active duringthe advection ofT from T(tn,X)
to T(tn+1,xi). If heat sources are presentand are spatially variable, some extra care needs to be
taken (Spiegelman, 2004, sec. 5.6.1).

Exercise 5

• Program the semi-Lagrangian advection scheme illustratedin Figure5.13A. Is there a Courant
criterion for stability?

Some improvements The algorithm described in Figure5.13A illustrates the basic idea of the
semi-Lagrangian scheme. However, it has two problems. First it assumes that velocity is spatially
constant (which is clearly not the case in mantle convectionsimulations). Second, it assumes that
velocity does not change between timen andn+ 1. We can overcome both problems by using a
more accurate time stepping algorithm (see the ODE section). An example is an iterative mid-point
scheme which works as follows (cf. Figure5.13B):

For each pointi

1. Use the velocityvx(tn+1,xi) to compute the locationX′ at timetn+1/2 (i.e. take half a time
step backward in time).
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Figure 5.13: Basics of the semi-Lagrangian method. See text for explanation.

2. Find the velocity at the locationX′ at half time steptn+1/2. Assume that the velocity at the

half time step can be computed asvx(tn+1/2,xi) =
vx(tn+1,xi)+vx(tn,xi)

2 . Use linear interpolation
for the spatial interpolation of velocityvx(tn+1/2,X

′).

3. Go back to point 1, but use the velocityvx(tn+1/2,X
′) instead ofvx(tn+1,xi) to move the point

xi(tn+1) backward in time. Repeat this process a number of times (e.g.5 times). This gives
a fairly accurate centered velocity.

4. Compute the locationX at tn with the centered velocityX = xi−∆tvx(tn+1/2,X
′).

5. Use cubic interpolation to find the temperature at pointX as before.

Other ODE-motivated methods such as 4th order Runge Kutta are also possible (but take a bit
more work). Note that the various velocity interpolation and iteration schemes add overhead that
is, however, typically made up for by not needing to obey the Courant criterion.
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Exercise 6

• Program the semi-Lagrangian advection scheme with the centered midpoint method as illus-
trated in Figure5.13B (cf. Spiegelman, 2004, p. 67). Some care has to be taken if pointX
is outside of the computational domain, since MATLAB will return NaN for the velocity (or
temperature) of this point. If no extrapolation is desired,use the velocityvx(tn+1,xi) in this
case. A pseudo-code is given by
if isnan(Velocity)
Velocity = Vx(i)
end

2D advection example

The semi-Lagrangian method is likely a good, general advection algorithm (except in the case of
pseudo spectral methods), so this is the one we will implement in 2D.

Assume that velocity is given by

vx(x,z) = z (5.121)

vz(x,z) = −x (5.122)

Moreover, assume that the initial temperature distribution is Gaussian and given by

T(x,z) = 2exp

(

(

(x+0.25)2+z2
)

0.12

)

(5.123)

with x∈ [−0.5,0.5], z∈ [−0.5,0.5].

Exercise 7

• Program advection in 2D using the semi-Lagrangian advection scheme with the centered
midpoint method. Use the MATLAB routineinterp2 for interpolation and employ linear
interpolation for velocity and cubic interpolation for temperature. A MATLAB script that
will get you started is shown on Figure5.14.

5.5.3 Advection and diffusion: operator splitting

In geodynamics, we often want to solve the coupled advection-diffusion equation, which is given
by eq. (5.103) in 1-D and by eq. (5.104) in 2-D. We can solve this pretty easily by taking the
equation apart and by computing the advection part separately from the diffusion part. This is
called operator-splitting, and what is done in 1-D is, for example: First solve the advection equation

T̃n+1−Tn

∆t
+vx

∂T
∂x

= 0 (5.124)
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% semi_lagrangian_2D: 2D semi-lagrangian with center midp oint time stepping method
%

clear all

W = 40; % width of domain
sigma = .1;
Ampl = 2;
nt = 500; % number of timesteps
dt = 5e-1;

% Initial grid and velocity
[x,z] = meshgrid(-0.5:.025:0.5,-0.5:.025:0.5);
nz = size(x,1);
nx = size(x,2);

% Initial gaussian T-profile
T = Ampl*exp(-((x+0.25).ˆ2+z.ˆ2)/sigmaˆ2);

% Velocity
Vx = z;
Vz = -x;

for itime=1:nt

Vx_n = Vx; % Velocity at time=n
Vx_n1 = Vx; % Velocity at time=n+1

% Vx_n1_2 = ??; % Velocity at time=n+1/2
% Vz_n = ??; % Velocity at time=n
% Vz_n1 = ??; % Velocity at time=n+1
% Vz_n1_2 = ??; % Velocity at time=n+1/2

Tnew = zeros(size(T));
for ix=2:nx-1

for iz=2:nz-1

Vx_cen = Vx(iz,ix);
Vz_cen = Vz(iz,ix);

% for ??
% X =?
% Z = ?

%linear interpolation of velocity
% Vx_cen = interp2(x,z,?,?, ?, ’linear’);
% Vz_cen = interp2(x,z,?,?, ?, ’linear’);

if isnan(Vx_cen)
Vx_cen = Vx(iz,ix);

end
if isnan(Vz_cen)

Vz_cen = Vz(iz,ix);
end

% end
% X = ?;
% Z = ?;

% Interpolate temperature on X
% T_X = interp2(x,z,?,?,?, ’cubic’);

if isnan(T_X)
T_X = T(iz,ix);

end

Tnew(iz,ix) = T_X;
end

end

Tnew(1,:) = T(1,:);
Tnew(nx,:) = T(nx,:);
Tnew(:,1) = T(:,1);
Tnew(:,nx) = T(:,nx);

T = Tnew;
time = itime*dt;

figure(1),clf
pcolor(x,z,T), shading interp, hold on, colorbar
contour(x,z,T,[.1:.1:2],’k’),
hold on, quiver(x,z,Vx,Vz,’w’)
axis equal, axis tight
drawnow
pause

end

Figure 5.14: MATLAB script to be used with exercise 7.
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for example by using a semi-Lagrangian advection scheme. Then solve the diffusion equation

ρcp
∂T̃
∂t

=
∂
∂x

(

k
∂T̃
∂x

)

+Q. (5.125)

For this, we assumed thatQ is spatially constant; if not, one should consider to slightly improve
the advection scheme by introducing source terms. A good general method would be to com-
bine Crank-Nicolson for diffusion with a semi-Lagrangian solver for advection (Spiegelman, 2004,
sec. 7.2), but we will try something simpler first:

Exercise 8

• Program diffusion-advection in 2D using the semi-Lagrangian advection scheme coupled
with an implicit 2D diffusion code (from last week’s exercise). Base your code on the script
of figure5.14.
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Finite elements

6.1 Introduction to finite element methods

Reading:

• Textbooks

– The recommended source for this, finite element past of the class is the nice and well-
priced textbook byHughes(2000). This book is in wide use in mantle convection
modeling and aspects of the codesConMan (King et al., 1990) andCitcomS (Moresi
and Solomatov, 1995; Zhong et al., 2000) (both now maintained and developed by
CIG, geodynamics.org ) follow the approach and notation ofHughes(2000).

– For additional reference, you might want to consider the classic, comprehensive and
high-level treatment byBathe(2007) which is held by the library.

– However, as before your lecture notes and the handouts are meant to be sufficient.

• Hughes(2000), chap. 1, secs. 1.1-1.15

• Bathe(2007), sec. 1.2

6.1.1 Philosophy of the finite element (FE) method

Consider a boundary value problem (and many physical problems in solid mechanics can be con-
verted into a boundary value problem) given on a “domain”Ω with a boundaryΓ = ∂Ω such that
a solutionu(x) satisfies the PDE:

F(u(x)) = s(x) (6.1)

whereF is some differential operator andsa source term.

As boundary conditions, we can have
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Dirichlet (fixed value, “essential”)

u|∂Ω = g (6.2)

type constraints where the value ofu is given on∂Ω, and/or

Neumann (flux, “natural”)

ni∂iu = n ·∇u = h (6.3)

conditions, where we specify the derivatives.

(If the PDE is, for example, an elastic deformation problem,thenu would be displacements, and
Dirichlet conditions ofg = 0 correspond to “no-slip”,i.e. no deformation at the boundaries. Like-
wise,h= 0 Neumann conditions would correspond to zero tractions (the derivative of displacement
times modulus are stresses), “free slip”. )

The FE analysis then proceeds by two steps:

1. Converting the governing PDE from the regular, “strong” form (which we used for FD) to
the weak integral form (see below).

2. Discretizing the domainΩ into “elements” on which an approximate solution foru is to be
obtained using simplified polynomials, so called “form functions” or basis functions.

We will provide a highly abbreviated treatment, lacking anymathematical rigor. Moreover,
we will omit the detailed discussion of different element types, or shape functions, as well as im-
plementation issues such as order of integration. Those issues are very important in practice, as
choices in shape functions and element type may strongly affect solution robustness and accuracy.
However, we don’t have time to delve into this (see,e.g.Hughes, 2000). For a specific mantle con-
vection code pertaining to the commonly usedConManandCitcom , see alsoZhong et al.(2007).

To contrast finite elements with finite difference methods, we can summarize the main differ-
ences and how they affect usage:
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Finite Differences(FD)

• approximates the PDE

• mainly restricted to simple, rectangu-
lar domains

• regional, or adaptive mesh refinement
hard to implement

• simple implementation

• special case of FE

Finite Elements(FE)

• approximates the solution of the PDE

• complex geometries fairly easily im-
plemented

• regional mesh refinement easy, adap-
tive refinement fairly straight forward
(problems with “smoothing”)

• involved implementation

6.1.2 A one – dimensional example

Consider

∂xxu+s= 0 (6.4)

on the domain[0,1] wheres is given. Eq. (6.4) could be a 1-D steady-state heat equation, for
example, where

∂xxT−
H(x)

k
= 0. (6.5)

Mathematically, we requires to be smooth for a solution foru to exist. Additionally, we will
require

u(0) = g (Dirichlet) (6.6)

and

∂xu(1) = h (Neumann) (6.7)

boundary conditions (BC’s), which closes the system for a two point boundary value problem. This
formulation of the PDE with all original derivatives in place is called thestrong form. Eqs. (6.4)
and (6.6) can, of course, be solved analytically by integration. Forexample, ifs= x such that

∂xxu+x = 0 (6.8)

then by integration

∂xu+
1
2

x2+c1 = 0 (6.9)

and integrating again

u+
1
6

x3 +c1x+c2 = 0 (6.10)
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u(x) =−1
6

x3−c1x−c2 (6.11)

and use BC’s (6.6) & (6.7)

⇒ u(0) =−c2 = g; ∂xu(1) =−1
2
−c1 = h (6.12)

⇒ u(x) =−1
6

x3 +(h+
1
2
)x+g (6.13)

The analytical solutions (6.13) will be used in the numerical problem set to test the approximate
solutions. For more complicated, realistic problems, typically no analytical solutions can be found
(which is why we do numerical analysis in the first place).

From the strong form, we will now move to a variation, or“weak form”. We require that

(a) thetrial solutionsof u, among all possible solutions satisfy the essential BC

u(0) = g (6.14)

and that the trial solutions are square integrable

Z 1

0
(∂xu)2dx< ∞ (6.15)

(b) the weighting functions, or variations,w satisfyw(0) = 0, the homogeneous counterpart of
eq. (6.14).

We can then write (sloppily):

∂xxu+s= 0 (6.16)

multiply by−w and integrate

−
Z

w∂xxu−
Z

ws= 0 (6.17)

from the integration by parts rule

Z

a′b = ab | −
Z

b′a (6.18)

⇒
Z 1

0
∂xw∂xu−∂xuw |10−

Z

ws= 0 (6.19)

with ∂xu(1) = h andw(0) = 0, this can be written as

USC GEOL540 103 Numerical Geodynamics



CHAPTER 6. FINITE ELEMENTS

Z 1

0
∂xw∂xu = hw(1)+

Z 1

0
wsdx (6.20)

This is the weak for of the PDE. Equations of this type in mechanices are called “virtual work”,
or virtual displacement formulations (thew are the virtual displacements). It can be shown that the
weak and the strong form are identical (Hughes(2000), sec. 1.4) and the FE method proceeds from
eq. (6.20) by assumingu andw can be taken from a simplified functional space, typically based on
low order polynomials.

It is useful to define a shorthand notation

a(w,u) =

Z 1

0
∂xw∂xu dx and (w,s) =

Z 1

0
ws dx (6.21)

Then, we can write eq. (6.20) as

a(w,u) = (w,s)+hw(1) (6.22)

a(., .) and(., .) aresymmetric

(w,s) = (s,w) (6.23)

andbilinear

(c1u+c2v,w) = c1(u,w)+c2(v,w) (6.24)

forms.

6.1.3 Galerkin method

If we consider a finite dimensional approximation ofu andw on a FEmesh, ũ andw̃ from a function
spaceU andW , whereũ∈U, w̃∈W such that

ũ(0) = g and w̃(0) = 0 (6.25)

We can then construct a solution with ˜v∈W
ũ = ṽ+ g̃ (6.26)

whereg̃ is a given function such that ˜g(0) = g, which satisfies the BCs because

ũ(0) = ṽ(0)+ g̃(0) = 0+g (6.27)

asṽ(0) = 0, since ˜v∈W . If we substitute eq. (6.27) into eq. (6.22), we get

a(w̃, ṽ) = (w̃,s)+ w̃(1)h−a(w̃, g̃) (6.28)

where we solve for the LHS and the RHS is determined by BC’s.
This is an example of aweighted residual method, there are other approaches such as the

Petrov-Galerkin method. The Galerkin method is the simplest because it assumes that ˜v andw̃ are
from the same function space, i.e.the same shape functions (see below) are used for the solution ũ
and the weights̃w .
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6.1.4 Discretization

Let’s assume that there aren nodes such that we can write the weighting functions as

w̃(x) =
n

∑
A=1

cANA(x) (6.29)

where theNA(x) are calledshape, basis, or interpolation functions. We require

NA(0) = 0 ∀A (6.30)

such that ˜w(0) = 0 can be fulfilled. If we also introduce a shape function

N̂1(0) = 1 (with N̂1 /∈W ) (6.31)

then

g̃ = gN̂1 so that ˜g(0) = g (6.32)

We can then write

ũ = ṽ+ g̃

=
n

∑
A=2

dANA+gN̂1 (6.33)

such that ˜u(0) = g. If we substitute eqs. (6.29) and (6.33) into eq. (6.28), then

a

(

∑
A

cANA(1),∑
B

dbNB

)

=

(

∑
A

cA NA,s

)

+

[

∑
A

cANA(1)

]

h−a

(

∑
A

cANA,gN̂1

)

. (6.34)

Because of bilinearity, we can write∑AcA GA = 0 with

GA = ∑
B

a(NA,NB)dB− (NA,s)−NA(1)h+a(NA, N̂1)g. (6.35)

The Galerkin equation (6.28) is supposed to hold for allw, therefore allcA, which mean thataA = 0,
so for allA

∑
B

a(NA,NB)dB = (NA,s)+NA(1)h−a(NA, N̂1)g (6.36)

if we write KAB = a(NA,NB) andFA = (NA,s)+NA(1)h−a(NA, N̂1)g, then eq. (6.36) becomes

K d = F (6.37)
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whereK is thestiffness matrix, d is thedisplacement vector, andF is theforce, or load, vector.
Once theKd = F system is asembled, one may solve ford and then obtain the spatial solution from

ũ(x) =
n

∑
A=2

dANA(x)+gN̂1(x) (6.38)

or ũ(x) =
n

∑
A

dANA(x) with d1 = g. (6.39)

Note thatK is symmetric,

K = KAB = a(NA,NB) (6.40)

= a(NB,NA) = KBA = KT (6.41)

which facilitates computations.
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6.2 A 1-D FE example

We now provide a numerical implementation of the 1-D FE example of the previous lecture. We
subdivide the[0,1] interval inton subintervals (“elements”) delimited byn+ 1 nodesor nodal
points such thatx1 = 0 andxn+1 = 1. The subintervals are denoted by

[xA,xA+1] with hA = xA+1−xA (6.42)

wherehA may vary and a general grid spacing may be defined ash = max(hA).
We can then choose interior shape functions for 2≤ A≤ n as

NA(x) =























1
hA−1(x−xA−1) for xA−1≤ x≤ xA,

1
hA

(xA+1−x) for xA≤ x≤ xA+1,

0 otherwise.

(6.43)

For the boundaries, we use special shape functions

N̂1(x) =
1
h1

(x2−x) for x1≤ x≤ xn+1 and (6.44)

N̂n+1(x) =
1
hn

(x−xn) for xn≤ x≤ xn+1. (6.45)

An illustration of interior and boundary shape functions isshown in Figure6.1; note thatNA = 1
at x = xA and zero for other nodes.

Figure 6.1: Example of 1-D shape functions

With this choice, the shape functions are zero outside the vicinity of A. They havelocal sup-
port, which means thatK is sparse because thea(NB,NA) =

R 1
0 ∂xNA ∂xNB dx integral is zero for

B > A+1. TheK matrix isbanded, and the bandwidth depends on how the nodes are numbered
(leading to an optimazation problem during mesh design) andwhat basis functions are used. Be-
sides symmetry and bandedness,K is alsopositive definite, which means that

cTK c ≥ 0 (6.46)

for all c such thatcT K c = 0 ⇒ c = 0. These properties allow efficient solution ofK d = F.
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6.2.1 Local vs. global points of view

It is useful to compare the(., .) anda(., .) operations in local coordinate systems that are referenced
to each element as is shown below in Figure6.2.

Figure 6.2: Example of 1-D shape functions in global (left) and element-local (right) coordinates

x(ξ) =
1
2

(hAξ+xA +xA+1) ⇔ ξ =
1
hA

(2x−xA−xA+1) (6.47)

u(x) = ∑dANA(x) ⇔ u(ξ) = N1(ξ)d1+N2(ξ)d2. (6.48)

We can express the global shape functionNA of eq. (6.43) in a local coordinate system as

Na(ξ) =
1
2

(1+ξaξ) for a = 1,2 (6.49)

(i.e. N1(ξ) =
1
2

(1−ξ); N2(ξ) =
1
2

(1+ξ) with ξ = {−1,1}). (6.50)

Likewise, we can express the global coordinate within the element as

xe(ξ) =
2

∑
a=1

Na(ξ) xe
a (6.51)

wherexe
a are the global nodes that belong to the elemente. For the assembly of the stiffness matrix,

derivatives ofNa andxe with respect toξ are required. We note that

∂ξNa =
ξa

2
=

(−1)a

2
and ∂ξx =

he

2
(6.52)

∂xξ = (∂ξxe)−1 =
2
he (6.53)

where for higher dimensions the term(∂ξxe)−1 will be a matrix inverse.

Note: The choice of shape function is determined by the element. E.g. with a two node element,
shape functions can only be linear.
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6.2.2 Matrix assembly

With n elements, we therefore haveglobally

K = [KAB] ann×n matrix and F = {FA} ann×1 vector (6.54)

where (from last lecture)

KAB = a(NA,NB) =
Z 1

0
∂xNA∂xNB dx (6.55)

FA = (NA,s)+hδA,n+1−a(NA, N̂1)g (6.56)

=
Z 1

0
NAsdx+δA,n+1h−g

Z 1

0
∂xNA∂xN̂1 dx (6.57)

whereNA(xn+1) = δA,n+1 is assumed. The integrals over the problem domain[0,1] can be written
as summations over elements, therefore

K =
n

∑
e=1

Ke with Ke = [Ke
AB] (6.58)

(6.59)

F = ∑
e

fe with Fe = {Fe
A} (6.60)

Ke
AB =

Z

dΩe∂xNA∂xNB dx (6.61)

Fe
A =

Z

Ωe
NAsdx+hδe,nδA,n+1−g

Z

Ωe
∂xNA∂xN̂1 dx (6.62)

where the element domainΩe = [xe
1,x

e
2].

Since theNA only have local supportKe
AB = 0 if (A 6= e or e+ 1) or (B 6= eor e+ 1) andFe

A = 0
if A 6= e or e+ 1, and we can obtain the global stiffness matrix and force vector by summing up
elemental contributionsKe andfe

Ke = [Kab] a 2×2 matrix, fe = { fa} a 2×1 vector (6.63)

(2 is the number of nodes per element!)

Kab = a(Na,Nb)
e =

Z

Ωe
∂xNa ∂xNb dx (6.64)

(6.65)

fa =

Z

Ωe
Nasdx+







Ke
a,1g for e= 1,

0 for e= 2, . . . ,n−1,
δa,n+1h for e= h.

(6.66)

The assembly proceeds as symbolized in Figure6.3, and placing theKe element-local matrix into
the global stiffness matrix requires use of an assignment operator or array. This is discussed in the
worked example of the problem set.
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Figure 6.3: Visual example of stiffness matrix assembly process

6.2.3 Element-local computations

We wish to perform integrations in a local coordinate system. If the original intervalx∈ [x1,x2] is
smoothly mapped intoξ ∈ [ξ1,ξ2], there exists achange of variablessuch that

Z x2

x1

dx f(x) =
Z ξ(x2)

ξ(x1)
dξ [∂ξx(ξ)] f (x(ξ)) =

Z ξ2

ξ1

dξ ∂ξx f(ξ). (6.67)

By means of the chain rule we have

∂ξ f (x(ξ)) = ∂x f (x(ξ)) ∂ξx(ξ). (6.68)

Therefore, we can compute

Ke
ab =

Z

Ωe
∂xNa(x) ∂xNb(x)dx

=
Z 1

−1
∂xNa(x(ξ)) ∂xNb(x(ξ)) ∂ξx(ξ)dξ (6.69)

using the change of variable described above. Then using thechain rule we have

∂ξNa(x(ξ)) = ∂xNa(x(ξ)) ∂ξx(ξ) ⇒ ∂xNa(x) = (∂ξx)−1 ∂ξNa(ξ) (6.70)
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Then, plugging result back into eq. (6.69)

Ke
ab =

Z 1

−1
(∂ξx)−2 ∂ξNa(ξ) ∂ξNb(ξ) ∂ξx(ξ)dξ (6.71)

=

Z 1

−1
(∂ξx)−1 ∂ξNa(ξ) ∂ξNb(ξ)dξ (6.72)

=
1
he(−1)a+b (see above) (6.73)

(6.74)

⇒ Ke =
1
he

[

1 −1
−1 1

]

. (6.75)

Since∂ξNa is independent of element data, the computation only has to be performed once, deriva-
tives∂ξx and∂xξ depend on the element shape and need to be computed for each configuration.
For the source term, we use the approximation

s̃=
2

∑
a=1

sa Na (6.76)

i.e. the source term is assumed to vary linearly across the element with Na. Then we can write

Z

Ωe
Na(x) s̃(x)dx =

Z 1

−1
Na(x(ξ)) s̃(x(ξ))∂ξx(ξ)dξ (6.77)

=
he

2

2

∑
b=1

Z 1

−1
Na(ξ) Nb(ξ)dξ sb. (6.78)

Since
R 1
−1Na Nb = 1

3(1+δab),

se =
he

6

[

2 1
1 2

][

s1

s2

]

+ boundary terms (6.79)

(6.80)

=
he

6

[

2 s1+s2

s1+2 s2

]

+ boundary terms (6.81)
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6.3 Exercise: 1-D heat conduction and solution of linear sys-
tems

Reading
This finite element example is based on

• Hughes(2000), sec. 1.1-1.15

and multigrid solver part based on an exercise byZhong(2008).

6.3.1 Implementation of 1-D heat equation example

In the previous two lectures, we considered the example PDE

∂xxu+s= 0 (6.82)

on the domainx∈ [0,1], u(x), s(x), and subject to essential (Dirichlet) boundary conditionu(0) = g
on the left, and natural (Neumann) BCs,∂xu(1) = h on the right (here,∂x = ∂

∂x). Equation (6.82)
may be considered as a simplified version of the steady-stateheat equation

∂xxT +H = 0 (6.83)

with sourcess= H.
You should consult your lecture notes for details (see sec.6.2), but in brief: If we haven

elements betweenn+1 global nodes, the weak form of eq. (6.82) can be written for each global
nodeA as

∑
B

a(NA,NB)dB = (NA,s)+NA(1)h−a(NA, N̂1)g. (6.84)

Here,NA are the shape functions in the interior,B is another global node, and̂N1 the boundary
shape function for the essential boundary conditiong. This can be further abbreviated by

KAB = a(NA,NB) =

Z 1

0
∂xNA∂xNBdx (6.85)

FA = (NA,s)+NA(1)h−a(NA, N̂1)g (6.86)

=

Z 1

0
NAsdx+δA,n+1h−

(

Z 1

0
∂xNA∂xN̂1dx

)

g, (6.87)

where we have used the definitions of the bi-linear formsa(·, ·) and (·, ·) from lecture, and the
Kronecker delta

δi, j =

{

1 if i = j
0 else

(6.88)

is used for the flux boundary condition (also seeHughes, 2000, chap 1).
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The approximate solution ofu after discretization of the weak form is given by

ũ(x) =
n+1

∑
A=2

dANA(x)+ N̂1g = ∑dANA(x), (6.89)

where the latter summation implies choosing the boundary shape function and BC if needed. The
vectord = {dA} values have to be obtained by solution of the matrix equation

Kd = F, (6.90)

with K = {KAB} andF = {FA}.
We discussed in lecture how the integration over the domain can be broken down into summa-

tion over integrals over each element (see sec.4.2). This integration is most easily performed in a
local coordinate system−1≤ ξ≤ 1 between the two nodes of each element, which has a mapping
to the corresponding, global coordinate interval[xA,xA+1]. We can also express the shape functions
asx(ξ),

x(ξ) = ∑
A

NA(ξ)xA and u(ξ) = ∑NA(ξ)dA. (6.91)

The globalK matrix and theF vector are then assembled by looping over all elements 1≤ e≤ n
and adding each element’s contribution for shared nodes. Bychange of integration variables and
the chain rule, those elemental contributions follow as

ke =
1

∆x

(

1 −1
−1 1

)

, (6.92)

where∆x is the element size,xA+1−xA, and for the force term

fe =
∆x
6

(

2s1+s2

s1+2s2

)

+

{ ka1g for e= 1
δa,n+1 for e= n
0 else

(6.93)

where we have assumed that the source functions varies linearly over each element, ands1 and
s2 are the contributions from each local nodea within the element froms(x). After assembly, one
needs to ensure that each row of the globalK matrix that corresponds to a fixed value (Dirichlet)
boundary condition, will only have a diagonal entry and the other columns for this row are zero.

6.3.2 Exercises

(a) Downloadheat1dfe.m , and all helper routines for this week from the course web site. Read
through the implementation of what is summarized above,heat1dfe.m , and understand this
code.

(b) Fill in the blanks inheat1dfe.m and experiment with a solution of eq. (6.82) for n = 3
elements.

2.1 Print out the stiffness matrix (full(stiffness) ) to appreciate its banded structure.
Does this look familiar to you?

2.2 Choose the Matlab solver (solver=0 ) and plot the finite element solution at the nodes,
as interpolated within the elements, and compare with the analytical solution.
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6.3.3 Solution of large, sparse linear systems of equations

The finite element method quickly leads to very large, linearsystems of equations

Kd = F (6.94)

whose solution can be quite involved. Ideally, we would handoff the solution of eq. (6.94) to a
computational scientist and use a “black box” solver. However, practice shows that the nature of the
physical problem and the best solution method are often intertwined. Choosing a different solver
might also allow addressing larger,e.g.3-D, problems because of improved efficiency. Moreover,
it is very hard to make solvers bullet-proof and one often encounters problematic (e.g.unstable,
or no convergence) performance in practice. Linear systemsof equations also arise in other fields
of geophysics, and some exposure to computational linear algebra is needed to understand the
MILAMIN (Dabrowski et al., 2008) finite element implementation which we will use later. We
therefore digress a bit here. If your research has you deal with matrices a lot,Golub and Van Loan
(1996) is a classic numerical linear algebra text that might come in handy.

Direct solvers

For the finite element method, we can always write our problemin the form of eq. (6.94), whereK

is a square,n×n matrix. A general strategy to solve eq. (6.94) is thenLU decomposition

K = LU, (6.95)

whereL andU are lower and upper triangular matrices, respectively, which only have zeros in the
other part of the matrix. The solution of eq. (6.94) can then be obtained efficiently from

Kd = LUd = F (6.96)

by solving fory = L−1F and thend = U−1y, because the inverse ofU andL are computationally
fast to obtain.LU is often how general matrix inversion is implemented on a computer.

For most FE problems, theK matrix will also be sparse and banded. Special algorithms exist to
exploit this feature such that the run time is ideally dominated by the number of non-zero entries
of K, rather than the full size. Moreover, ifK is symmetric and positive definite, as in our example
above, we can use the Cholesky decomposition for whichU = LT and computations are twice as
fast as for the generalLU case. However, for complex, 3-D FE problems, current computational
limitations often prohibit the use of direct solvers which is why iterative methods which do not
require matrix decomposition or inversion, are used.

Note: Symmetry meansK = K
T , whereK

T is the transpose,KT
i j = K ji . Positive definite means that

cT
Kc > 0 for any non-zeroc. Graphically, this corresponds for a 2×2 matrix to a well defined minimum

(lowest) point in a curved landscape, which is important foriterative methods (e.g.Shewchuk, 1994). Posi-
tive definite, symmetric matrices also arise in least-squares problems in geophysical inversions (e.g.seismic
tomography, see for exampleBoschi and Dziewónski, 1999, for a nice introduction to linear algebra in this
framework). Least-squares means that we wish to solve

Ax = b (6.97)
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in the sense that|Ax− b| = min, i.e. deviations from the true solution are minimized, for a matrix A that
may be under-determined,i.e. not simply invertible. It can be shown that the least squaressolutionxLS is
given by

xLS =
(

A
T ·A

)−1 ·AT ·d, (6.98)

where
(

A
T ·A

)−1
is the generalized inverse (which exists even if the inverseof A, A

−1, does not exist
becauseA is singular).AT ·A is symmetric and positive definite, meaning that Cholesky isalso the method
of choice for direct approaches to findxLS.

Iterative solvers

Jacobi method The simplest iterative solution of eq. (6.94) is given by the Jacobi method. If
K is LU decomposed and we write the diagonal matrix (only non-zero along diagonal) ofK asD,
then an iterative solution ford starting from an initial guessd1 (e.g.0) can be obtained from

Ddi+1 = F− (U+L)di , (6.99)

where the iteration is overi and is stopped oncedi+1 is not changing more than some tolerance
from the previous solution estimatedi . On an element by element basis, this can be written as

di+1
j =

1
K j j

(

Fj −
n

∑
l=1, l 6= j

K jl d
i
l

)

(6.100)

where the summation is over alll but for l = j. The Jacobi method following eq. (6.100) is
implemented injacobi.m . It serves mainly illustrative purposes but is guaranteed to converge,
albeit slowly (see below), ifK is “diagonally dominant” which is satisfied strictly when the absolute
value of the diagonal elements is larger than the sum of the absolute values of each row.

Gauss-Seidel An improvement over the Jacobi method is the Gauss-Seidel (GS) approach, where
the iterative rule is

(D+K)di+1 = F−Udi . (6.101)

The main benefit is thatdi+1 can be computed fromdi directly, without having to store a full
previous solution, following

di+1
j =

1
K j j

(

Fj −∑
l< j

K jl d
i+1
l −∑

l> j

K jl d
i
l

)

. (6.102)

Note that this operation can be done “in place”, and is implemented ingauss seidel.m . The
GS method will converge (somewhat faster than the Jacobi method) for diagonally dominant, or
positive definite and symmetricK.
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Successive Over Relaxation (SOR) Successive Over Relaxation is a more general variant of the
Gauss-Seidel method that can lead to faster convergence. This is obtained by adding a parameter
w which determines the weight of the current solution in the weighted average used to compute the
next solution.

di+1
j = (1−w)di

j +
w

K j j

(

Fj −∑
l< j

K jl d
i+1
l −∑

l> j

K jl d
i
l

)

(6.103)

Settingw = 1 will reduce SOR to the GS method. The optimal value ofw is dependend upon the
matrix K, but settingw = 0.5 is a good starting point. The method has been rigorously shown to
converge for symmetric, positive definite matricesK for 0 < w < 2.

Exercise

• Plot the Jacobi, GS, and SOR solutions for 32 elements and a tolerance of 10−4, 10−5, and
10−6 on one plot each; comment on the accuracy and number of iterations required. Can
you improve the definition of tolerance for the Jacobi method?

Choose a tolerance of 10−6, and record the number of iterations required to solve the 1-D FE
example problem using the Jacobi and GS methods for increasing number of elements,e.g.
for 8, 16, 32, 64, and 128 elements. (You might want to automate these computations and not
wait until convergence and record the results by hand.) Plotthe number of iterations against
number of elements for both methods. Comment on the “scaling” of iteration numbers with
size.

Conjugate gradient You have now seen that while the Gauss-Seidel method is an improvement
on the Jacobi approach, it still requires a large number of iterations to converge. This makes both
methods impractical in real applications and other approaches are commonly used. One of those is
the conjugate gradient (CG) method which works for positive-definite, symmetric, square (n×n)
matrices. The CG method is explained in a nice, geometric fashion byShewchuk(1994). We cannot
explore the motivation behind CGs in detail, butconjgrad.m provides a pretty straightforward
Matlab implementation which you should check out.

The CG method provides an exact solution aftern iterations, which is often a prohibitively large
number for real systems, and approximate solutions may sometimes be reached for a significantly
smaller number of iterations. There are numerous tweaks involving modifications to the conjugate
gradient method that pertain to “pre-conditioners” where we solve

M−1Kd = M−1F, (6.104)

for someM which approximatesK but is simpler to handle thanK. The best choice of these is,
for some applications, an active area of research. For sparse least-squares problems, such as for
seismic tomography, the LSQR approach ofPaige and Saunders(1982) is a popular choice that is
used by most researchers at present for linear inversions.
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Exercise

• Switch the solver from the GS method to conjugate gradient and increase the maximum
iteration number stepwise from a fraction ofn to the full n (as determined by the number
of elements which you should choose large,e.g.200, for this exercise). Test different initial
guesses fordi (e.g.all zero, random numbers), record the convergence and comment on the
solution.

Multigrid An interesting philosophy to solving PDEs of the type we are considering for the 1-
D finite element example is by using several layers of variable resolution grids (e.g.Press et al.,
1993, sec. 19.6). The insight is based on the observation that theGauss-Seidel method is very good
at reducing short-wavelength residuals in the iterative solution for d (“smoothing”), but it takes a
long time to reduce the largest wavelength components of theresidual. (You should try to plot
successive solutions of the GS method compared to the analytical solution for different startingd0

to visualize this behavior.)
For the multigrid (MG) method, the idea is to solve the equations to within the desired tolerance

only at a very coarse spatial discretization, where only a few iterations are required. Then, the
solution is interpolated up to finer and finer levels where only a few GS iterations are performed at
each level to smooth the solution. One then cycles back and forth until convergence is achieved at
the finest, true solution level. There are several differentapproaches that are all called “multigrid”
methods and basically only share the same philosophy. Differences are, for example found in terms
of the way the cycling between fine and course resolutions areconducted (e.g.Briggs et al., 2000),
and we will only discuss the “V cycle” method. Multigrid methods are now implemented in most
3-D finite element methods (Zhong et al., 2007) because MG has, ideally, the perfect scaling of
O(N) whereN is the size of the problem. MG methods areas of active research (e.g.algebraic
multigrid, which is related to adaptive mesh refinement).

The multigrid method is based on expressing the PDE onL MG levels of resolution where the
number of nodes in each level,ni , is given by

ni = b×2i−1+1 for i = 1,2, . . . ,L, (6.105)

whereb is the base, typically a small number such as 2 or 4. At eachith level, we need to construct
separate stiffness matrices,Ki , and the corresponding force vector where the resolution for the
i = L solution is the best approximation toKd = F, and the forcing is only needed to be specified
at FL (see below).

An example implementation may proceed like so (see,e.g.Press et al., 1993, sec. 19.6 for
some alternatives): We start at the highest level,L, and perform only a few, fixed number of GS
iterations for an rough approximatedL from

KLdL = FL (6.106)

to remove the short wavelength misfit starting from an initial guessdL = 0. The residual is then
given by

RL = FL−KdL. (6.107)
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We thenproject, or restrict, the residual to a coarser grid atL−1 by a projection operatorP

RL−1 = PL→L−1RL. (6.108)

P will be some stencil giving more weight to the fine resolutionnodes that are closer to the coarse
resolution node to which we project. We next GS iterate

Kiδdi = Ri (6.109)

for i = L−1 for another small number of iterations (initializingdi again with0), performing anoth-
er “smoothing” step, reducing short wavelength fluctuations. Note that eq. (6.109) now operates
on the residual and not the load vectorF such that we are computing corrections ofd, δd. We then
repeat the smoothing and projection steps down toi = 1 where eq. (6.109) can be solved quick-
ly and exactly. This completes the downward leg of the V cyclewhere the longest wavelength
residual has been addressed.

Next, we have to propagate the correctionδd1 from i = 1 to i = 2 and higher resolutions by
means of a “prolongation”,i.e. an interpolation to higher resolution by an interpolation operatorI

δdi+1 = Ii→i+1δdi . (6.110)

I may be a linear interpolation, for example, which is easy to compute for the mesh structure
eq. (6.105). This upward interpolatedδdi+1 can then be smoothed by using it as a starting guess
for a fixed number of GS iterations for

Ki+1δdi+1 = Ri+1 (6.111)

with δdi+1. We can now correct

δdi+1 = δdi+1−αδdi+1 (6.112)

Ri+1 = Ri+1−αδRi+1, (6.113)

(6.114)

with δRi+1 =−Ki+1δdi+1 and weightingα = (δRi+1 ·Ri+1)/|δRi+1|2. We continue by projecting
δdi in this fashion up toi = L, where we updatedL = dL +δdL, which completes the upward leg
of the V. The whole V cycle is then repeated until the desired tolerance fordL is reached at which
pointdL = d. Details of the implementations of the MG method, such as thesmoothing, restriction,
and prolongation operations, depend on the problem and the boundary conditions (e.g.Press et al.,
1993; Briggs et al., 2000).

Exercise

• Download the MG implementation of the 1-D FE example (based on C code byZhong,
2008), multigrid.m . Read through the implementation, compare with the above recipe,
and understand the approach. Compare the number of iterations needed for the MG solver
with that of the GS method for 32, 64, 128, 256 numbers of elements. Plot the scaling of the
number of iterations, or time spent in the multigrid subroutine, with the number of elements.
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Figure 6.4: Coarse finite element mesh with solution for temperature, allowing for an elliptical inclusion
and a boundary at mid-model height.

6.4 Two-Dimensional boundary value problems with FE

Reading: Hughes(2000) secs. 2.1 - 2.6, 3.1, 3.4, 3.8 - 3.9
eqs1cm]

We will now consider the solution of 2D boundary value problems using finite elements, which

can be easily expanded to three dimensions. We writex =

(

x1

x2

)

=

(

x
z

)

for a location vectorxi

with i = 1,2 and a normal vectorn on the boundaryΓ of the domainΩ. As an example problem
we will now revisit the linear heat conduction problem.
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Figure 6.5: Visual representation of domain, vector, and normal

6.4.1 Linear heat conduction

If we allow for anisotropic diffusivity (which may apply to the oceanic plates), Fick’s Law can be
written as

qi =−κi j ∂ jT =−
2

∑
j=1

κi j
∂T
∂x j

(6.115)

where repeated indices imply summation,q is heat flux,κi j = κ ji is the conductivity matrix (we
usek normally for diffusivity but we wish to distinguish it from the stiffness matrix), andT is
temperature. In vector notation,

q =−κ ·∇T κ = [κi j ] (6.116)

and, usually, for the isotropic case

κi j = κ(x)δi j (6.117)

is assumed. In steady-state, the energy equation is

∇ ·q = H (6.118)

or ∂iqi = ∂iκi j ∂ jT = H for Ω (Poisson Eq.)

with BCs:

T = g on Γg and

−qi ni = h on Γh (6.119)
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whereΓg andΓh are the parts of the boundary where fixed temperature or fixed flux conditions
apply, respectively. For isotropy, we recover

∂i δi j κ ∂ jT = κ ∂i∂iT = H (6.120)

conductivity→ κ
(

∂2T
∂x2 +

∂2T
∂z2

)

= H . (6.121)

The weak form representation of eq. (6.119) is given by

−
Z

Ω
dΩ ∂iwqi =

Z

Ω
dΩ wH +

Z

Γh

dΓ wh (6.122)

where the LHS is the diffusion term, the first term on the RHS corresponds to volumetric heating,
and the second term on the RHS is the flux through the boundary.SeeHughes(2000), sec. 2.3 for
the derivation. Eq. (6.122) can then be expressed as

a(w,T) = (w, f )+(w,h)Γ (6.123)

with

a(w,T) =
Z

Ω
dΩ ∂iwκi j ∂ jT

(w, f ) =
Z

Ω
dΩ wH (area integral overΩ)

(w,h)Γ =
Z

Γ
dΓ wh. (line integral overΓ)

It is convenient to use vector/matrix notation.∂iwκi j ∂ jT can then be written as

(∇w)Tκ ∇T with ∇w =

(

∂1w
∂2w

)

and ∇T =

(

∂1T
∂2T

)

(6.124)

such that

a(w,T) =

Z

Ω
dΩ (∇w)Tκ ∇T (6.125)

with κ = κ
(

1 0
0 1

)

for isotropy in 2-D.

Using the Galerkin approach of choosing the trial and weighting functions from the same func-
tion space, we again posit for the solution

T̃ = ṽ+ g̃ (6.126)

whereṽ = 0 onΓg andg̃ allows satisfying the Dirichlet BCs with̃T = g̃ on Γg.
The weak form becomes

a(w̃, ṽ) = (w̃,H)+(w̃,h)Γh−a(w̃, g̃) (6.127)
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(compare to 1D case from two lectures ago).
Introduce the shape functionsNA for a global node A out ofnnp total number of nodes. With

ṽ(x) = ∑
A∈I

NA(x) dA and g̃(x) = ∑
A∈B

ÑA(x) gA (6.128)

where we have again distinguished between interior nodes and shape functionA∈ I and those
on the Dirichlet boundary withA∈ B. Arguing as for the 1-D case, the following assembly rules
result

K d = F (6.129)

K = [KPQ] KPQ = a(NA,NB), (6.130)

where 1≤P,Q≤ neq and the number of free equations is given by the total number of nodes minus
the number of nodes on the Dirichlet boundaryB.

P and Q can be computed from a 1D array that maps a global nodeA into a global equation
number

ID(A) =

{

P for A∈ I
0 for A∈ B (6.131)

such thatP = ID(A) andQ = ID(B). d = {dQ} for the solution temperatures ˜v(x) = ∑NA dA and

F = {Fp} (6.132)

where

FP = (NA,H)+(NA,h)Γh− ∑
B∈B

a(NA,NB) qB (6.133)

andK is again symmetric and positive definite.

6.4.2 Matrix assembly

As before, we computeK andF based on summation over allnel elements.

K =
nel

∑
e=1

Ke Ke = {Ke
PQ} (6.134)

Ke
PQ = a(NA,NB)e =

Z

Ωe
(∇NA)Tκ (∇NB)dΩ . (6.135)
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The RHS in eq. (6.135) corresponds to integrating over each element’s area.

F =
nel

∑
e=1

Fe Fe = {Fe
P} (6.136)

Fe
P =

Z

Ωe
dΩ NAH +

Z

Γe
h

dΓ NAh− ∑
B∈B

a(NA,NB)eqB (6.137)

whereΓe
h is the part of the Neumann (flux) boundary within elemente, andP= ID(A), Q= ID(B).

Within each element we compute for new nodes per element with1≤ a,b≤ nen

Ke = {Ke
ab} Ke

ab = a(Na,Nb)
e =

Z

Ωe
dΩ (∇Na)

Tκ (∇Nb) (6.138)

fe = [ f e
a] (6.139)

fa =
Z

Ωe
Na fadΩ+

Z

Γe
h

NahdΓ−
nen

∑
b=1

Ke
abge

b (6.140)

wherege
b = g(xe

b) for prescribedg and zero otherwise. It is convenient to write

Ke =

Z

Ωe
dΩ BTD B (6.141)

whereD is nsd×nsd (rows× columns);nsd , number of spatial dimensions. In our caseD is 2×2
andD = κ. B is nsd×nen such thatB = {B1,B2, . . . ,Bnen} andBa = ∇Na is nsd×1.

TheB andD matrices’ general meaning is that of a gradient operator andthat of a material pa-
rameter matrix at an element level, respectively. For example, if the temperatures at an element
level are given by

de = {de
a}=











de
1

de
2
...

de
nen











(6.142)

then

q(x) =−D(x) B(x) de =−D(x)
nen

∑
a=1

Bade
a (6.143)

can be used to compute the heat flux within each element. We will revisit this for the elastic
problem whereB converts the nodal displacement solution into the strain.
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6.4.3 Isoparametric elements

It is convenient to use elements where the shape functions that are used to map from a local coordi-
nate system, for example for a four node quad(1≤ a≤ nen = 4) spanned by the local coordinates

ξ1 =

(

−1
−1

)

ξ2 =

(

1
−1

)

(6.144)

ξ3 =

(

1
1

)

ξ4 =

(

−1
1

)

, (6.145)

Figure 6.6: Quad element in element-local(ξ,η) coordinate space

Figure 6.7: Quad element in global(x,z) coordinate space

to the total global domain where the element may be deformed

x(ξ) =
nen

∑
a=1

Na(ξ)xe
a , (6.146)
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are the same shape functions that are used to represent the solutions

ṽ(ξ) =
nen

∑
a=1

Na(ξ)de
a . (6.147)

If the mapping from the element local,ξ, to real coordinate space,x, is differentiable, the determi-
nant j of the JacobianJ

j = detJ = det

(

∂ξx ∂ηx
∂ξz ∂ηz

)

(6.148)

is j(ξ) > 0 for all ξ within the element(detJ = ∂ξx∂ηz−∂ξz∂ηx). j(ξ) may, in practice, become
very small, which indicates that the element is greatly deformed (two edges almost align, for ex-
ample) which is to be avoided.

The practical use ofj arises from element-local integration. Recall from the 1-Dcase

Z

Ωe
f (x)dΩ =

Z 1

−1
f (x(ξ))dξ

∂x
∂ξ

=
Z 1

−1
f (x(ξ))∂ξxdξ (6.149)

which generalizes to 2-D as

Z

Ωe
f (x)dΩ =

Z 1

−1
dξ

Z 1

−1
dη f (x(ξ,η),z(ξ,η)) j(ξ,η). (6.150)

The above equation is a result of the change of variables and can be used to evaluate thea(., .) type
integrals.

6.4.4 Numerical integration

While the integral over simple shape functions may be easilyevaluated analytically, it is most con-
venient to perform a numerical integration over the elementarea or volumeΩe.

In 1-D, the objective is to optimally approximate

Z 1

−1
dξ g(ξ)≈

nint

∑
i=1

g(ξ̃i)Wi (6.151)

for a small number of integration pointsnint . TheWi are the weights for the function values at the
integration pointsξi . For example, the

Trapezoidal rule corresponds tonint = 2; ξ̃1 =−1; η̃2 = 1; Wi = 1 and is second order accurate.

Z b

a
f (x)dx≈ (b−a)

f (a)+ f (b)

2
(6.152)
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Simpson’s rule corresponds tonint = 3; ξ̃1 =−1; ξ̃2 = 0; ξ̃3 = 1; W1 = 1
3; W2 = 4

3; W3 = 1
3 and

is fourth order accurate (i.e. Simpson’s rule integrates a cubic polynomial exactly).

Z b

a
f (x)dx≈ b−a

2

[

f (a)+4 f (
a+b

2
)+ f (b)

]

(6.153)

Gaussian quadrature is the optimal (fewest integration points for maximum accuracy) strategy.
Fornint , it is defined by

Wi =
2

(1− ξ̃2
i )(∂ξPnint (ξ̃i)2)

1≤ i ≤ nint (6.154)

whereξ̃i is theith root of the Legendre polynomial

Pn(ξ) =
1

2nn!
∂n

∂ξn(ξ2−1)n. (6.155)

This rule isO(2nint) accurate in 1-D, and weights andξ̃ locations are tabulated (see below).

In 2-D, we can compute

Z 1

−1
dξ

Z 1

−1
dη g≈

nint

∑
i=1

nint

∑
j=1

g(ξ̃i , η̃ j)Wi Wj . (6.156)

Finally, we often need to convert the derivatives of the shape functions with respect to the global
coordinates to local coordinates:ξ(x). By means of the chain rule we obtain

∂xNa = ∂ξNa∂xξ+∂ηNa∂xη (6.157)

∂zNa = ∂ξNa∂zξ+∂ηNa∂zη. (6.158)

This can be written in matrix form as

{∂xNa,∂zNa}= {∂ξNa,∂ηNa}
(

∂xξ ∂zξ
∂xη ∂zη

)

(6.159)

(multiply and add, column wise)

and∂ξNa as well as∂ηNa can be easily computed from the shape function definition. However, the
∂xξ type derivatives are not available explicitly. We do know the inverse relationships

x(ξ,η) =
nen

∑
a=1

Na(ξ,η)xe
a (6.160)

z(ξ,η) =
nen

∑
a=1

Na(ξ,η)ze
a (6.161)
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from which we can compute

J = ∂ξx =

(

∂ξx ∂ηx
∂ξz ∂ηz

)

(6.162)

(e.g. ∂ξx = ∑∂ξNaxe
a; ∂ηz= ∑∂ηNaze

a).

It turns out thatJ is the inverse of eq. (6.159)
(

∂xξ ∂zξ
∂xη ∂zη

)

= J−1 =
1
j

(

∂ηz −∂ηx
−∂ξz ∂ξx

)

(6.163)

with j = det(∂ξx) = ∂ξx∂ηz−∂ηx∂ξz. Therefore

{∂xNa,∂zNa}= {∂ξNa,∂ηNa}J−1 (6.164)

6.4.5 Simple elements, shape functions and Gaussian quadrature rules

1-D linear shape functions

Na(ξ) = 1
2(1+ξaξ) a = 1,2 with two nodes atξ1 =−1; ξ2 = 1. ∂ξNa(ξ) = ξa

2 =
(−1)a

2
Quadrature

nint ξ̃i wi accuracy for integration
1 0 2 2nd order

R 1
−1 dξ

2 {−1√
3
; 1√

3
} {1,1} 4th order ”

Figure 6.8: 1-D linear shape functions

Bilinear quadrilateral (“quad”) element

four nodes are located at
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Figure 6.9: Quad element nodes in local coordinates

ξ1 = {−1,−1} ξ2 = {1,−1} (6.165)

ξ3 = {1,1} ξ4 = {−1,1} (6.166)

ξa = {ξa,ηa} etc. fora = 1,2,3,4 (6.167)

Na(ξ) = Na(ξ,η) =
1
4
(1+ξaξ)(1+ηaη) (6.168)

Figure 6.10: Quad element shape functions
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Quadrature in 2-D
nint visual ξ̃i wi for integration
1 [×] {0,0} 4

R 1
−1 dξ

R 1
−1 dη

2

(

× ×
× ×

)

{−1√
3
; −1√

3
} 1 ”

{ 1√
3
; −1√

3
} 1 ”

{ 1√
3
; 1√

3
} 1 ”

{−1√
3
; 1√

3
} 1 ”

For higher order quads, seeHughes(2000), sec. 3.7

Figure 6.11: Other quad element families

Hughes(2000) p. 191 discusses the required level of Gaussian quadraturefor adequate conver-
gence for different element types.

Triangular elements

Linear triangle

t(r,s) = 1− r−s (6.169)

r = {r,s} (6.170)

r1 = {1,0} N1(r,s) = r (6.171)

r2 = {0,1} N2(r,s) = s (6.172)

r3 = {0,0} N3(r,s) = t = 1− r−s (6.173)

Quadratic (six node) triangle
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Figure 6.12: Linear triangle element nodes in local coordinates

Figure 6.13: Quadratic triangle element

N1 =r(2r−1) N4 = 4r s (6.174)

N2 =s(2s−1) N5 = 4st (6.175)

N3 =t(2t−1) N6 = 4r t (6.176)

SeeHughes(2000) Appendix 3.1 for Gauss quadrature formulae.
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6.5 Excercise: Heat equation in 2-D with FE

Reading

• Hughes(2000), sec. 2.3-2.6

• Dabrowski et al.(2008), sec. 1-3, 4.1.1, 4.1.3, 4.2.1

This FE exercise and most of the following ones are based on the MILAMIN package by
Dabrowski et al.(2008) which provides a set of efficient, 2-D Matlab-based FE routines including
a thermal and a Stokes fluid solver. Given that the code uses Matlab, MILAMIN is remarkably
efficient and certainly a good choice for simple 2-D researchproblems that lend themselves to FE
modeling. For your final project, you may want to consider working on expanding the MILAMIN
capabilities,e.g.by adding advection to the thermal solver and combining it with the Stokes solver
for a convection code.

For this and the following exercises, I slightly rewrote theoriginal MILAMIN routines to sim-
plify things. Over the next weeks, we will however strive to discuss all of the issues described in
Dabrowski et al.(2008). This paper will be a good reference, along with my lecture notes, and the
original MILAMIN Matlab codes can be downloaded fromhttp://milamin.org/ (the latter will
not be of help with the exercises).

6.5.1 Implementation of 2-D heat equation

We spent the last three lectures discussing the fundamentals of finite element analysis building up
to the solution of the 2-D, stationary heat equation, which is given by

∂
∂x

(

κ
∂T
∂x

)

+
∂
∂z

(

κ
∂T
dz

)

= H, (6.177)

whereκ is conductivity (not diffusivity, we useκ to distinguish from the stiffness matrixK), and
H are heat sources. Bothκ andH may vary in space, and, unlike for FD, the solution domain can
now be irregular.

The FE approach casts the boundary value problem (boundary conditions are assumed given)
in the weak (variational) form, discretized on elements on which shape functions,N, approximate
the solution of the PDE as̃T. The solution is given by nodal temperaturesT = {TA} for all NNOD
nodes of the mesh, which can be combined to

T̃(x,z) =
NNOD

∑
A=1

NA(x,z)TA. (6.178)

Following, e.g., Hughes(2000), we use the Galerkin approach for which the resulting stiffness
matrix components, on an element level, is

Ke
ab =

Z

Ωe
κe
(

∂Na

∂x
∂Nb

∂x
+

∂Na

∂z
∂Nb

∂z

)

dΩ. (6.179)
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Here,a andb are node numbers local to elemente, and integrationΩe is over the element area.
If we express the spatial coordinatesx = {x,z} in a node-local coordinate systemξ = {ξ,η}

and use Gaussian quadrature withNINT points and weightsWi for integration, we need to evaluate
terms of the kind

Ke
ab =

Z 1

−1
dξ

Z 1

−1
dηκ

(

∂Na

∂ξ
∂Nb

∂ξ
+

∂Na

∂η
∂Nb

∂η

)

J−1|J| (6.180)

Ke
ab =

NINT

∑
i

Wiκi

(

∂Na

∂ξ
∂Nb

∂ξ
+

∂Na

∂η
∂Nb

∂η

)

J−1|J| (6.181)

whereJ−1 and|J| are the inverse and determinant of the Jacobian matrix

J =

(

∂x
∂ξ

∂x
∂η

∂z
∂ξ

∂z
∂η

)

, (6.182)

respectively.
The load vectorF has to be assembled on an element basis as

Fe
a =

Z

Ωe
NaHdΩ−Ke

abT̂b, (6.183)

where the terms on the right hand side are due to heat sources,H, and a correction due to prescribed
temperatures on the boundariesT̂ (zero flux BCs need no specific treatment, seeHughes, 2000,
p. 69 andDabrowski et al.(2008)). The globalK andF are assembled by looping through all
elements and adding up theKe andFe contributions, while eliminating those rows that belong to
nodes where essential boundary conditions (T̂) are supplied. The solution is then obtained from
solving

KT = F. (6.184)

Meshing

Downloadgenerate mesh.m. Start by reading through this Matlab code, it is a modification of the
MILAMIN wrapper for triangle . Triangle is a 2-D triangular mesh generator that was written by
Shewchuk(2002). That work is freely available asC source code and a flexible, production quality
“Delaunay” mesh generator. Delaunay mesh means that all nodes are connected by elements such
that any circle which is drawn through the three nodes of an element has no other nodes within its
circumference.

Note: The “dual graph” (sort of the graphic opposite) of a Delaunaymesh are the Voronoi cells around
each node. Those can be constructed based on the triangulation by connecting lines that are orthogonal to
each of the triangles’ sides and centered half-way between nodes. Those two properties are important for
computational geometry, inverse theory, and interpolation problems.

A Delaunay triangulation is the best possible mesh for a given number of nodes in the sense
that the triangles are closest to equilateral. For FE analysis, we always strive for nicely shaped
elements (i.e. not distorted from their ideal, local coordinate system form) so that theJ−1 does
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not go haywire. Typically, meshers like triangle will allowyou to refine the mesh (i.e. add more
nodes) for a given boundary structure and overall domain by enforcing minimum area and/or angle
constraints. Those refinements may also be iteratively applied based on an initial solution of the
PDE,e.g.to refine in local regions of large variations (adaptive meshrefinement, AMR).

Exercise Download a test driver for the triangle wrapper,mesher test.m . You will have to fill in
the blanks after reading throughgenerate mesh.m, and make sure the triangle binary (program) is
installed on your machine in the directory you are running in. You can download several different
architecture binaries from our web site, also check with John Yu.

Note: For this exercise and those below, please plot and inspect graphs on the screen while playing with
the code, but no need to hand in printouts, unless I denote those plots which you should hand in inbold
face. Also, no need to print out code for this problem set.

(a) Create a triangular grid using three node triangles for the domain 0≤ x≤ 1, 0≤ z≤ 1 using
minimum area constraint 0.1 and minimum angle 20◦. Create a plot of this mesh highlighting
nodes that are on the outer boundary.

(b) Change the area constraint to 0.01, remesh, and replot.

(c) Use second order triangles and an area constraint of 0.005 and minimum angle of 30◦.

(d) Using the same quality constraints, create andplot a mesh of an elliptical inclusion of ra-
dius 0.2, ellipticity 0.8, and 50 nodes on its perimeter. Color the elements of the inclusion
differently from those of the exterior. Denote nodes on the boundary of the inclusion.

(e) Create and plot a mesh with a circular hole and a circular inclusion of radius 0.1.

Thermal solver

Downloadthermal2d std.m ; this is a simplified version of the MILAMIN thermal solver (ther-
mal2d.m ) which should be easier to read than the version ofDabrowski et al.(2008); it also allows
for heat production. Read through this Matlab code and identify the matrix assembly and solu-
tion method we discussed in class and briefly reviewed above.Also download and read through
shp deriv triangle.m and ip triangle.m which implement linear (three node) and quadratic
(six node), triangular shape functions and derivatives, and weights for Gauss quadratures, respec-
tively.

Exercise

(a) Download a rudimentary driver for the mesher and thermalsolver, thermal2d test2.m .
You will need to fill in the blanks.

(b) Generate a regular mesh with area constraint 0.003 and solve the heat equation with linear
shape functions, without heat sources, given no flux on the sides, unity temperature at the
bottom, and zero temperature at the top. Plot your results. Use constant conductivity.
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(c) Place an elliptical inclusion with radius 0.4, ellipticity 0.8, and ten times higher conductivity
than the ambient material in the medium, and plot the resulting temperatures. Experiment
with variable resolutions and second order triangles. Comment on the how the solution
changes (visually only is OK).

(d) Set the heat production of the inclusion to 10 and 100, andplot the solution. Compare with
boundary conditions where zero temperatures are prescribed on all boundary conditions.
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Figure 6.14: Stress solution for a sheared, elastic box with an inclusionof different strength (see problem
set for details).

6.6 Exercise: Linear elastic, compressible finite element prob-
lem

Reading

• Hughes(2000), secs. 2.7, 2.9 - 2.11, 3.10

• Dabrowski et al.(2008)

This FE exercise is again based on the MILAMIN package byDabrowski et al.(2008). I
rewrote their “mechanical” solver (incompressible Stokesfluid, to be discussed next week) for the
elastic problem, and simplified it to reduce the dependency on packages external to Matlab. A
highly optimized version of the code that, for example, usesmatrix reordering forK is available
from me (closer to the originalDabrowski et al.(2008) code). When inspecting the source codes,
you should find many similarities (same mesher, same variable structure, etc.) with last week’s
2-D heat equation exercise.
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6.6.1 Implementation of 2-D elasticity

Problem in strong form

The strong form of the PDE that governs force balance in a medium is given by

∇ ·σ+ f = 0, (6.185)

whereσ = σi j is the stress tensor andf a body force (such as due to gravity). Written in component
form as PDEs for the finite element domainΩ for each of the three spatial coordinatesi this is

∂ jσi j + fi = 0 on Ω (6.186)

with essential boundary conditions for displacementsu = g onΓg and natural boundary conditions
for tractionsh = σ ·n onΓh with vectorn normal to the boundary such that

ui = gi on Γgi (6.187)

σi j n j = hi on Γhi . (6.188)

Here,Γh andΓhi , and similar forg, denotes that different components of the traction vector may
be specified on different parts of the domain boundaryΓ.

In the case of linear, elastic behavior, the constitutive law linking dynamic with kinematic
properties is given by the generalized Hooke’s law

σ = Cε or σi j = Ci jkl εkl, (6.189)

with the elasticity tensorC, and the strain-tensorε, computed as

εi j = u(i, j) =
1
2

(

∂iu j +∂ jui
)

. (6.190)

Note the definition of the(i, j) derivative short-hand. The engineering shear strain is given by
γi j = 2εi j (note the factor of two which often causes confusion).

For an isotropic material, the constitutive law simplifies to

σi j = λεkkδi j +2µεi j , (6.191)

whereµ andλ are the shear modulus and Lamè parameter, respectively; the latter specifies how
incompressible a body is. (The dilationεii = ∑3

i=1 εii , and the Kroneckerδ, δi j = 1 for i = j and
zero fori 6= j.) These moduli can also be expressed differently,e.g.we can write

λ =
2νµ

1−2ν
=

νE
(1+ν)(1−2ν)

with E = 2µ(1+ν), (6.192)

with the Poisson ratioν and Young’s modulusE. If a block is fixed at the base and loaded in
z-directions without constraints, thenν measures the deformation in the horizontalν = −εxx/εzz.
E measures the stress exerted for the same experiment if the material is not allowed to give way
sideways (free-slip inzdirection) byE = σzz/εzz. Note thatλ = µ for ν = 1/4, which is often close
to values measured for rocks.
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Problem in weak form

It can be shown (e.g.Hughes, 2000, p. 77ff) that the equivalent weak form formulation of the
elastic equilibrium PDE is given by the following statement: Find the displacementsu for all
virtual displacementsw such that

a(w,u) = (w, f)+(w,h)Γh (6.193)

with

a(w,u) =

Z

dΩ w(i, j)Ci jkl u(k,l) (6.194)

(w, f) =
Z

dΩ wi fi (6.195)

(w,h)Γh =
3

∑
i=1

(

Z

Γhi

dΓ wihi

)

. (6.196)

Note that unlike the thermal problem, the solution functionwe wish to obtain using the finite
element method is a vector,u, rather than a scalar.

Matrix assembly

In the finite element approximation, we then solve for the nodal displacementsd which approxi-
mateu within the elements with shape functionsN from

Kd = F. (6.197)

The globalK is assembled from the element level by

ke
ab =

Z

Ωe
dΩ BT

a DBb (6.198)

wherea,b are local node numbers. The elemental force vector at local nodea is given by

f e
i =

Z

Ωe
dΩ Na fi +

Z

Γe
hi

dΓ Nahi−∑
b

kabgb. (6.199)

B connects displacements at the nodal level with strains. For2-D,

Ba =





∂xNa 0
0 ∂zNa

∂zNa ∂xNa



 . (6.200)

We can represent the strain tensorε as a strain vectore that can be computed from displace-
mentsu by a gradient operatorL, like

e= Lu or ej = L jkuk. (6.201)
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In 2-D, for example,

e=





εxx

εzz

γxz



=





∂x 0
0 ∂z

∂z ∂x





(

ux

uz

)

, (6.202)

where the definition ofγxy = 2εxy simplifies the notation. Within each finite element the dis-
placements can be obtained by summation over the shape functions for each nodea, Na, times the
nodal displacements,

u = uk = Nada = Nadk
a (6.203)

whereda is the displacement at the local nodea, anddk
a is the k-th spatial component of this

displacement. Then,
e= ej = L jkNadk

a = B jkadk
a = Bada (6.204)

definesBa. If we define a stress vector

s=





σxx

σzz

τxz



 (6.205)

(with τxz = 2σxy in analogy toγxy), then the (symmetric) elasticity matrixD can be used to obtain
stresses from displacements like

s= De= DBada. (6.206)

TheD matrix is a “condensed” version ofC,

DIJ = Ci jkl , (6.207)

whereI ,J = 1,2, . . . ,nsd(nsd+1)/2 in nsd dimensions, which exploits symetries inC such that

w(i, j)Ci jkl u(k,l) = e(w)TDe(u). (6.208)

Equation (6.194) can then be written as

a(w,u) =
Z

dΩ e(w)TDe(u), (6.209)

wheree(w) indicates applying the gradient operator to the virtual displacements, as opposed to
e(u) as in eq. (6.201). In the isotropic, 2-Dplane strainapproximation,D takes the simple form

D =





λ+2µ λ 0
λ λ+2µ 0
0 0 µ



=
E(1−ν)

(1+ν)(1−2ν)





1 ν
1−ν 0

ν
1−ν 1 0
0 0 1−2ν

2(1−ν)



 , (6.210)

where plane strain means that no deformation is allowed in they direction,εyy = 0. For the case of
plane stress, where deformation is allowed andσyy = 0,

D =





λ̄+2µ λ̄ 0
λ λ̄+2µ 0
0 0 µ



=
E

1−ν2





1 ν 0
ν 1 0
0 0 1−ν

2



 , (6.211)
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with

λ̄ =
2λµ

λ+2µ
. (6.212)

From eq. (6.212), it is apparent that plane stress reduces the effective, volumetric stiffness of a
body, forν = 1/4, λ̄ = 2/3λ, because out of plane deformation is permitted.

Viscous equivalence

The constitutive law for linear viscous flow with viscosityη, and deviatoric stressσ, σ = 2ηε̇, is
analogous to the elastic case withσ = 2µε, assuming the material is incompressible. The latter
can, in theory, be achieved by lettingν→ 1/2 such that the linear FE approach can be used to
solve simple fluid problems. In practice, however, special care needs to be taken to allow for the
numerical solution of the incompressible elastic, or the Stokes flow case, which we discuss in
sec.6.7.

Exercises

(a) Make sure you have the Matlab subroutinesip triangle.m , shp deriv triangle.m , ge-
nereate mesh.m, and thetriangle binary from last week in your working directory. Both
shape functions and the mesher will be reused.

(b) Downloadelastic2d std.m , a simple linear elasticity solver, andcalc el D.m which as-
semblesD. Also download the driver routineelastic2d test2.m . You will have to fill in
the blanks.

(c) Inspectelastic2d std.m , compare with the notes above for linear elasticity, and theheat
solver from sec.6.5.

(d) Download and inspectdet2D.m , inv2D.m , andeig2d.m (for computing the determinant, in-
verse, and eigensystem of 2×2 matrices, respectively) from the course web site. Writingout
these operations specifically slightly improves performance compared to using Matlab’sinv
andeig functions. Also downloadarrow.m , which is a routine to plot vectors I got from the
web, and download and inspectcalc el stress.m andplot2d strain cross.m , which
are used to compute element integration node stresses and plot strain- or stress, crossed-
vectors symbols for visualization of the stress tensor in the eigensystem coordinates, respec-
tively.

(e) Consider a square, homogeneous elastic body with shear modulusµ = 1, Poisson’s ratio
ν = 1/4 and size 1×1 in x andzdirections.

5.1 Assume the body is fixed at the base (zero displacementu for all z= 0), and sheared
with a uniformux displacement ofu0 = 0.1 at the top (z = 1) (Load case a of Fig-
ure 6.15a). Assume the plane strain approximation and zero density (i.e. zero body
forces). What kind of geologic deformation state does this correspond to? What kinds
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Figure 6.15: Load case sketches for some of the exercises, along with common symbols for kinematic
boundary conditions.

of displacements would you expect, and how should the major (σ1) extensional and the
major compressional (σ2) stress axis align?

5.2 Compute the displacements and stresses using the 2-D FE programs provided. Use
linear, three node triangles and experiment with the integration order. Use a coarse
mesh with area constraint 0.01 and angle constraint 25◦.

For this and each subsequent problem, hand in three plots: i), of the deformed mesh,
indicating the shape of the deformed body, possibly exaggerating the displacements of
each node; ii) a plot where the background field (colored) is the amplitude of displace-
ment, and the foreground has displacement vectors, plottedwith origin at each original
node location; and, iii), a plot of mean (normal) stress (colored in the background),
along with extensional and compressional stress axes vector-crosses. The Matlab rou-
tines I provide can, with some alterations, perform all of these tasks.

5.3 Compare the predicted stress and displacements for plane strain and plane stress ap-
proximations. Comment.

5.4 Compare the distorted mesh shape for linear triangles with that for six node, quadratic
shape functions. Increase the number of elements and compare the predicted stress
fields. Does the displacement and stress field agree with yourexpectations for this load
case?

5.5 Consider Figure6.15b and prescribeux displacements linearly tapered fromux = u0 at
z= 1 down toux = 0 atz= 0. Compare the predicted displacements and stresses with
load case Figure6.15a. Comment on the stress and displacement fields.

5.6 Relax the kinematic boundary conditions on the sides andtop and include body forces
with densityρ = 1 at a fixed (no slip) bottom boundary condition (Figure6.15c). Com-
pute the displacements and stresses, plot those, and comment.
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5.7 Compute the body force load case of Figure6.15d with free-slip (no horizontal dis-
placements,ux = 0, and no “vertical” shear stresses,τxz = 0) conditions on the left
and right sides. Compare the stress field with the previous, unconstrained case and
comment.

(f) Consider the square elastic medium in 2-D plane strain plus a centered, spherical inclusion
with radius 0.2, shear modulus 0.001. Increase the resolution (e.g.use 100 nodes on the
outline of the inclusion, 0.001 minimum element area, and 30◦ triangle edge angle). Load
the system as in Figure6.15b, compute and plot the stress field, and comment.

(g) Bonus:Write a subroutine that computes the stresses at the global node locations, as opposed
to the integration points within each element as is currently implemented. Use the nodal
stresses andtrisurf to generate a plot of triangles colored according to their normal stress.
Compare with the previous plot.
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6.7 Incompressible flow and elasticity with FE

Reading: Hughes(2000) sec. 4.2-4.4

6.7.1 Governing equations

• As for the thermal or the elastic problem, we will only consider the static case (but see
section 21 of the notes). In the absence of inertia case (infinite Prandtl number), this reduces
the fluid equilibrium (Navier-Stokes) equations to theStokes equationswhich are formally
similar to the elastic problem considered in sec. 18.

• Since most fluids are (nearly) incompressible, we will revisit the general problem of elastic
deformation.

The ratio of the bulk,B, and shear,µ, modulus can be expressed as a function of Poisson’s ratioν

B
µ

=
2(1+ν)

3(1−2ν)
.

As noted earlier, for theν→ 1
2, incompressible caseBµ → ∞. However, in this case we cannot use

the regular, elastic (isotropic, linear) constitutive law

σi j = λ ∂kuk δi j +2µ εi j (6.213)

becauseλ = 2νµ
1−2ν becomes unbounded forν = 1

2. Therefore, we need to use

σi j =−p δi j +2µ εi j (6.214)

instead, where the hydrostatic pressure is

p =−1
3

σkk . (6.215)

The fluid equivalent of eq. (6.214) is

σi j =−p δi j +2η ε̇i j (6.216)

where we’ve repaced strainε with strain ratėε, andη is the dynamic viscosity. Since the addition of
p has introduced another unknown, we require an additional constraint in addition to force balance
(∇σ = f) which is given by the continuity (of mass) equation. In the case of an incompressible
medium

∇ ·u = ∂iui = 0 (6.217)
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so that the strong form of the incompressible elastic and fluid problems become

∂ jσi j + fi = 0 ∂ jσi j + fi = 0 (6.218)

∂iui = 0 ∂ivi = 0 (6.219)

ui = gi vi = gi (6.220)

σi j n j = hi σi j n j = hi (6.221)

where eqs. (6.218) and (6.219) hold in the domainΩ, eqs. (6.220) and (6.221) are boundary con-
ditions and hold onΓgi andΓhi respectively.u andv are displacement and velocity, respectively,
and

εi j = u(i, j) =
1
2
(∂iu j +∂ jui) (6.222)

ε̇i j = v(i, j) =
1
2
(∂iv j +∂ jvi). (6.223)

Note that from eq. (6.217) and by Gauß’ Theorem
Z

dΩ ∂iui =

Z

dΓ ui ui =

Z

dΓ gi ni = 0 (6.224)

and if there are only displacement/velocity BCs , andf = 0, then pressures are only determined up
to a constant.

6.7.2 FE solution to the incompressible elastic/flow problem

Different approaches exist involving Lagrange multipliers, penalty methods, or Uzawa iterations.
See for example,Zhong et al.(2007). All methods typically involve a stiffening of the deforming
structure using some parameterλ that controls the degree of compression.λ→∞ would lead to the
desired case of∇ ·u = 0 , but may lead to an ill-conditioned (hard or impossible to invert) matrix.
We will pursue a mixed formulation.

Mixed formulation

This is valid both for compressible and incompressible behavior, such that

σi j =−p δi j +2µεi j (6.225)

∂iui +
p′

λ
= 0 (6.226)

where eq. (6.226) corresponds to the elastic case. Forν→ 1
2⇒ λ→ ∞⇒ ∂iui = 0.

For ν < 1
2, we can eliminate eq. (6.226)

p′ =−λ∂iui (6.227)
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such that (6.225) recovers
σi j = λ∂iui δi j +2µ εi j .

However,p′ is the proper hydrostatic pressure

p =−1
3

σi j

only for the incompressible case. For the compressible case

p =−1
3

σi j =−
(

λ+
2µ
3

)

εii =−Kεii

with the incompressible modulusK = λ+ 2µ
3 , but from eq. (6.227)

p′ =−λεii .

p′ ≈ p andλ ≈ K only for µ≪ λ, the nearly incompressible case. The major results are outlined
below.

Equations in strong form

∂ jσi j + fi = 0 onΩ (6.228)

∂iui +
p
λ

= 0 onΩ (6.229)

ui = gi on Γgi (6.230)

σi j n j = hi on Γhi (6.231)

Equations in weak form

Z

dΩ w(i, j)σi j −
Z

dΩ q
(

∂iui +
p
λ

)

=

Z

dΩ wi fi +
nsd

∑
i

Z

dΓhi wi hi (6.232)

wherew,g are virtual displacements and pressures, respectively, and nsd is the number of dimen-
sions. Special care must be taken in the next step: the choiceof shape functions for pressure and
velocities/displacements (seeHughes, 2000, sec. 4.3), but in general, the pressure shape functions
should be lower order (e.g.constant) than the displacements (e.g.quadratic).

Matrix formulation

USC GEOL540 144 Numerical Geodynamics



CHAPTER 6. FINITE ELEMENTS

(

K̄ G

GT M

)(

d
p

)

=

(

F̄
H

)

(6.233)

where the LHS is symmetric but not positive definite (it has negative eigen values or∼ zero eigen
values for pressure modes),p are the pressures at nodes (e.g.center of element),d are the displace-
ments at nodes (e.g.edges of elements),̄F are the body forces, andH is the divergence source in
the boundary conditions.
This is called the “segregated d/p form” of the equations andis valid for the general case (including
finite compressibility case).

K̄ ā(w,d) stiffness matrix (symm, pos. def.) (6.234)

G −(∇w,p) gradient operator (6.235)

GT −(q,∇ ·v) divergence operator (6.236)

M −
(

q,
p
λ

)

symm, neg. def. forν→ 1
2

M→ 0 (6.237)

In general, we can distinguish 3 cases (in class, we will only consider the element-by-element,
discontinuous pressure case 3).

(a) The compessible case

K̄d+Gp = F̄ (6.238)

GT d+Mp = H (6.239)

solve forp

p = M−1(H−GT d) (6.240)

substitute eq. (6.241) into eq. (6.238)

K̄d+GM−1(H−GT d) = F̄

(K̄−GM−1GT)d = F̄−GM−1H (6.241)

which reduces to solving the following system of equations

K d = F

whereK is symmetric and positive definite andK = K̄−GM−1GT andF = F̄−GM−1H
from eq. (6.241).

If p is discontinuous on the elements, eq. (6.241) can be solved locally, on the element
level.
→ determinep from eq. (6.226).
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(b) The incompressible case
Solve eq. (6.238) for d, pre-multiply withGT and use eq. (6.239) to get the pressure.

(GT K̄−1G)p = GT K̄−1F−H (6.242)

K p = F (6.243)

(c) The element-by-element, discontinuous pressure case

Kp = F (6.244)

u(x) = ∑
a

Na(x)da (6.245)

p(x) = ∑̃
a

Ñã(x)pã (6.246)

K← Ke from element levels (6.247)

F← fe (6.248)

Ke = K̄e−ge(me)−1(ge)T

fe = f̄−ge(me)−1he

pe =−(me)−1(ge)T d

Matrix assembly for the element-by-element, discontinuous pressure case

K̄ab =
Z

Ωe
dΩ BT

a D̄Bb

D here only has deviatoric terms, for the plane strain case

D̄ = µ





2 0 0
0 2 0
0 0 1



 ,

andB transforms displacements into strains (as before).

f̄ e
p =

Z

dΩ Na fi +
Z

Γhi

∂Γ Nahi−∑
q

kpqg
e
q

Pressure components

me
ãb̃ =

Z

Ωe
dΩ− 1

λ
Ñã Ñb̃ (6.249)

Mixed (6.250)

gaã =−
Z

dΩ ∇ · (Nae) Ñã (6.251)

he
ã =−∑ge

pãge
p (6.252)
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Stress vector for 2-D plane strain

σ(x) =−∑̃
a

Ñã(x)pã





1
1
0



+ D̄(x)∑
a

Ba(x)da

in each element.

Powell and Hestenes iterations

As detailed in the problem set on the 2-D Matlab implementation (cf. Dabrowski et al., 2008), iter-
ations are needed to stabilize the solution of the segregated form for the incompressible problem,
or for largeλ.

p0 = 0
while max(∆pi) > tolerance

di = (K̄−GM−1GT)−1(F−Gpi) (6.253)

∆pi =−M−1GTdi ← quasi-divergence (6.254)

pi+1 = pi +∆pi (6.255)

i = i +1 (6.256)

end
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Figure 6.16: Pressure and velocity solution for a sinking, fluid slab impinging on viscosity contrast problem.

6.8 Exercise: Linear incompressible Stokes flow with FE

Reading

• Hughes(2000), sec. 4.2-4.4

• Dabrowski et al.(2008), sec. 4.1.2, 4.3.1, 4.4-4.7

This FE exercise is again based on the MILAMIN package byDabrowski et al.(2008). I
simplified their “mechanical”, incompressible Stokes fluidsolver to reduce the dependency on
packages external to Matlab.Dabrowski et al.(2008) have a highly optimized version, which you
can obtain from me; it uses,e.g., reordering of node numbers to improve matrix solutions which
comes an important memory issue for larger problems. The notation is close toDabrowski et al.
(2008), butHughes(2000) has a somewhat clearer exposition.

6.8.1 Implementation of incompressible, Stokes flow

We are interested in the instantaneous solution of a fluid problem in the absence of inertia (infinite
Prandtl number limit), as is appropriate for the Earth’s mantle, for example (see earlier problem
set, sec.6.6). These approximations transform the general, Navier-Stokes equation for fluids into
the Stokes equation, which is quite a bit easier to solve, because there is no turbulence.
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The static force-balance equations for body forces due to gravity are given by

∇ ·σ = f = ρg or ∂ jσi j = ρgi , (6.257)

whereσ is the stress tensor,ρ density, andg gravitational acceleration (gi = gδiz). We assume that
the medium is incompressible and a linear (Newtonian) fluid constitutive law holds,

σi j =−pδi j +2ηε̇′i j , (6.258)

whereη is the viscosity,p pressure, anḋε′ the deviatoric strain-rate tensor,

ε̇′i j = v(i, j)−
1
3

∂kvkδi j =
1
2

(

∂ jvi +∂iv j
)

− 1
3

∂kvkδi j , or ε̇′ = ε̇− tr(ε̇), (6.259)

wherev are the velocities, anḋε′ is the total strain-rate reduced by the isotropic part. Using the
constitutive law, and assuming 2-D (x-z space), the Stokes equation can be written as (also see
continuum mechanics cheat sheet, sec.2.2)

∂x

(

η
(

4
3

∂xvx−
2
3

∂zuz

))

+∂z(η(∂zvx +∂xvz))−∂xp = 0 (6.260)

∂z

(

η
(

4
3

∂zvz−
2
3

∂xux

))

+∂x (η(∂zvx +∂xvz))−∂zp = ρgz. (6.261)

Often we write the constitutive law for deviatoric quantities only,

τi j = 2ηε̇′i j with τi j = σi j + p = σi j −σkk/3. (6.262)

Incompressibility translates to a constraint on the divergence of the velocity

∇ ·v = 0 or ∂ivi = 0, (6.263)

which allows solving eq. (6.257) for the additional unknown, pressure. For∇ ·v = 0,

tr(ε̇) = 0 → ε̇′ = ε̇, (6.264)

but me made the distinction between deviatoric and total strain-rate because we numerically only
approximate the incompressible continuity equation, eq. (6.263), by requiring the divergence to
be smaller than some tolerance. There are several approaches to do this (e.g.penalty or Lagrange
methods) which typically involve iterations to progressively introduce additional “stiffness” to the
medium. We shall allow for a finite, large bulk viscosity,κ, such that eq. (6.263) is approximated
by

∂xvx +∂zvz =−p
κ

, (6.265)

the right hand side would→ 0 for κ→ ∞. Eq. (6.265) is valid for the incompressible and the
compressible cases. However, for the compressible case, where the constitutive law, eq. (6.258), is
replaced by

σi j = κ∂kvkδi j +2ηε̇i j , (6.266)

p cannot be interpreted as the actual pressure,P=−σii/3, rather it is a pressure parameter because
P = −(κ + 2η/3)∂ivi and p = −κ∂ivi . (The general, compressible case is identical to the elastic
formulation wherev→ u and the constitutive law isσi j = λ∂kvkδi j +2µε̇i j .)
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6.8.2 Problem in strong form

The (finite element) solution is to be found for the problem stated by eqs. (6.257) and (6.265),

∂ jσi j + fi = 0 (6.267)

∂ivi + p/κ = 0 (6.268)

with boundary conditions

vi = gi on Γgi (6.269)

σi j n j = hi on Γhi (6.270)

for velocities and tractions, respectively.

Problem in weak form

The pressure equation modifies the stiffness matrix component such that

Z

dΩ w(i, j)σi j −
Z

dΩ q(∂ivi + p/κ) =

Z

dΩ wi fi +
nsd

∑
i

Z

Γhi

dΓ wihi, (6.271)

with nsd the number of spatial dimensions. We again use the Galerkin approach, which leads to
the matrix equations.

Matrix assembly

In analogy to the elastic problem, we define a (total) strain-rate vectorė = {ε̇xx, ε̇zz, γ̇xz = 2ε̇xz}
such that strain-rates on an element level can be computed from

ė= Bv, (6.272)

wherev are velocities given at the element-local nodes, andB holds the derivatives, as before.
When expressed for the local nodea and shape functionsNa,

Ba =





∂xNa 0
0 ∂zNa

∂zNa ∂xNa



 . (6.273)

Likewise, deviatoric stresses can be computed fromt = Dė, where the property matrixD shall be
given by

D = η





4
3 −2

3 0
−2

3
4
3 0

0 0 1



 , (6.274)

for a plane-strain approximation (compare the elastic case). This allows to express the stress vector
with pressure part as

s=−pm+Dė, (6.275)
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wherem = {1,1,0}. The deviatoric-only version ofD is

D′ = η





2 0 0
0 2 0
0 0 1



 . (6.276)

In analogy to the displacement,u, representation for the elastic problem, interpolated veloci-
ties,v, are assumed to be given by the summation over the nodal velocities times the shape func-
tions within each element

v(x)≈ ∑
a=1

Na(x)va. (6.277)

Given the incompressibility constraint, special care has to be taken in the choice of shape func-
tions, and we will use the seven-node,Crouzeix and Raviart(1973) triangle with quadratic shape
functionsNa (cf. Dabrowski et al., 2008). As detailed inHughes(2000), one can either choose
“conforming” elements for the problem at hand and get a nice solution for the velocities and pres-
sure right away (which is what we do here), or choose theoretically inappropriate shape functions
and later correct the pressure (e.g. for so-called “checkerboard modes”). The latter, rough-and-
ready approach may seem less appealing, but works just as well if done properly.

A departure from the elastic problem is that the pressure is treated differently fromv, and we
use linear (constant) shape functions for

p(x) = ∑
a′

Ña′(x)pa′ = Ña′pa′ , (6.278)

wherea′ indicates an element-local node, to be distinguished froma which we use for the velocity
shape function, and the respective total node number per element may be different (e.g.seven for
velocities, one for pressure). This approach is called the “mixed formulation”. Correspondingly,
we introduce an isotropic strain operatorBv, such that

∇ ·v = ε̇v = Bvve, (6.279)

andpe =−κBvve.
The global system of equations for velocity,V, and pressure,P, at the nodes is given by

(

A QT

Q M

)(

V
P

)

=

(

F
H

)

, (6.280)

whereF are the load vectors,e.g.due to body forces, andH is due to the divergence that may be
imposed traction loads for the compressible case (H = 0 for incompressible case).

On an element-level, the stiffness matrix is given by

ke
ab =

Z

Ωe

dΩ
(

A QT

Q M

)

(6.281)

=
Z

Ωe

dΩ
(

BT
a DBb −BT

v ÑT

−ÑBv ÑaÑT
b

)

,
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i.e. Q = −ÑBv, M = −κ−1ÑÑT , andA corresponds to the total stiffness matrixk in the elastic
case. We have omitted the dependence on the local node numberin eq. (6.281).

We avoid having to actually solve for the globalp by using the “static condensation”. This
means that we locally (element by element) invertM to obtain the pressure from

p≈ Ñπpπ = ÑT (M−1Qve)=−κBvve. (6.282)

We can then simplify eq. (6.281) to the global, linear equation system

A′V = f, (6.283)

which is to be solved for the nodal velocitiesV. Here,f = {fe}= {ρege} and

A′ = A+QTM−1Q. (6.284)

A′ is now symmetric and positive-definite, and the regular, efficient matrix solution methods can
be applied. However, the matrix becomes ill-conditioned (hard to invert) for the desired large
values ofκ, which is why iterations for the velocity solution are needed in order to achieve the
incompressibility constraint. Our example code applies “Powell and Hestenes” iterations for the
global velocity and pressure vectorsV andP (cf. Dabrowski et al., 2008), as in

P0 = 0, i = 0 (6.285)

while max(∆Pi) > tolerance

V i = (A′)−1(f−QTPi)

∆Pi = M−1QV i

Pi+1 = Pi +∆Pi

i = i +1

end while

If and when the algorithm converges, the pressure correction ∆Pi = M−1QV, which depends on the
divergence,M−1QV, goes to zero. Above, all matrices are meant to be the global,not element-local
representation.

6.8.3 Exercises

(a) Make sure you have the common FE Matlab subroutines from the earlier exercises (ip -
triangle.m , shp deriv triangle.m , genereate mesh.m), and thetriangle binary in
your working directory.

(b) Download themechanical2d test2.m driver, and themechanical2d std.m solver. In-
spect both and compare with the lecture notes and above for implementation. You will have
to fill in the blanks in the driver.
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(c) Compute the sinking velocity of a dense sphere (i.e. disk in 2-D) with radius 0.1 that is
centered in the middle of the 1×1 box with free-slip boundary conditions (no shear stress
tangentially to the boundary, no motion perpendicular to the boundary) on all sides.

Ensure that the sphere is well resolved by choosing∼ 50 points on its circumference and
using a high quality mesh. Use the second order triangles (six nodes on the edges plus one
added in the center), and six integration points.

3.1 Note how boundary conditions are implemented in the Matlab code, and comment on
essential and natural types.

3.2 Compute the solution for the dense sphere with the same viscosity as the background.
Plot the velocities on top of the pressure within the fluid. You maychoose whichever
absolute parameter values you like but will have to be consistent subsequently.

3.3 Change the number of integration points to three, and replot. Change the type of ele-
ment to linear, replot. Comment on the velocity and pressuresolution.

3.4 The solver applies a finite bulk viscosity (it should be∞ for an incompressible flu-
id). For increasing sphere/medium viscosity contrasts upward of 103, experiment with
increasing the pseudo-incompressibility and comment on the stability of the solution.
After this experiment, reset to the starting value.

3.5 The solver applies iterations to enforce the incompressibility constrain. Change the
tolerance criterion and comment on the resulting velocity and pressure solutions.

3.6 Change back to seven node triangles with six integrationpoints. Plot the vertical ve-
locity, vz, along a profile forx∈ [0;1] at z= 0.5.

3.7 Vary the radius of the sphere and comment on how thevz profiles are affected by the
size of the sinker relative to the box size. How small does thesphere have to be to not
feel the effect of the boundaries?

3.8 Change the boundary conditions to no-slip (v = 0 on all domain edges), replot the
vertical velocity profile for a sphere of radius 0.1. Comment. Change back to free-slip
subsequently.

3.9 Compute the sinking velocity of a dense sphere with radius 0.1 that is 0.001, 1, and
1,000 times the background viscosity. Define the sinking velocity as the maximum
velocity at the sphere’s origin atx = {0.5,0.5}.

3.10 Provide an analytical estimate for the sinking velocities (e.g.check your notes from
earlier in the course) and compare with the numerical estimates.

(d) Compute the sinking velocities of a highly elliptical (choose ellipticity 0.975, radius 0.25)
body whose viscosity is 1,000 times the background viscosity. Investigate the case where this
“needle” is oriented horizontally (i.e. perpendicular to the sinking velocity at its center) and
when it is oriented vertically (i.e.aligned with the sinking velocity at its center). Comment on
the difference in the maximum sinking velocity between the two elliptical and the spherical
cases.
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(e) Bonus (somewhat involved): Compute the sinking velocity for a non-Newtonian, powerlaw
fluid with ε̇′II ∝ τn

II wheren = 3, andII indicated the second, shear invariants.

Hints: You will have to convert the constitutive law to a viscosity, for which you can assume
constant strain-rates. Then, you will have to modify the code to compute the strain-rate
tensor to obtain the second invariant,ε̇II . (You might want to check the elastic exercise for
the use ofD andB to obtain strain and stress.) This strain-rate will then enter the viscosity,
and you will have to use a second iteration loop, starting with a Newtonian viscosity, then
updating the viscosity from the first velocity solution, andrepeat until velocities do not
change by more than some tolerance.
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6.9 Time-dependent FE methods

So far, we have only considered static solutions for heat andcontinuum mechanics problems. Fi-
nite elements can also be used to solve dynamic, or time evolving problems. In analogy to our
treatment of FD methods, the ODE part of the equations (the time-derivative) can be dealt with by
implicit or explicit methods.

Reading: Hughes(2000) sec. 7.1, 8.1-8.2

6.9.1 Example: Heat equation

We return to the heat equation as an example of a “parabolic” PDE (as opposed to “hyperbolic”,
e.g.wave propagation problems).

Strong form of the problem

qi =−κi j ∂ jT (heat flux)

whereκi j is the conductivity matrix.

ρcp∂tT +∂iqi = H (6.286)

(ρcp
∂T
∂t
−k∇2T = H for isotropic conductivity) (6.287)

Boundary conditions

T = g onΓg (essential)

−qini = h onΓh (natural)

Initial conditions

T(x, t = 0) = T0(x) (6.288)

Weak form

(w,ρcpṪ)+a(w,T) = (w,H)+(w,h)Γ (6.289)

(w,ρcpT(0)) = (w,ρcpT0) (6.290)

Ṫ = ∂tT =
∂T
∂t

(6.291)

Galerkin approximation, in analogy to static case

T(x, t)≃ v(x.t)+g(x, t) (6.292)

(w,ρcpv̇)+a(w,v) = (w,H)+(w,h)Γ− (w,ρcpġ)−a(w,g) (6.293)

(6.294)
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where we have assumed that the spatial derivatives are now approximated by FE as expressed byv
but time is still left continuous,

Matrix assembly

v(x, t) = ∑NA(x)dA(t) (6.295)

approximation with shape functions
NA for all global nodes

The new matrix equation is

initial condition M ḋ+Kd = F, d(0) = d0 (6.296)

with

assembly from element levelme : M←me (6.297)

local nodes a,b : me = [me
ab]

“mass” or“capacity” matrix : me
ab =

Z

Ωe
dΩ NaρcpNb

conductivity matrix : K← Ke (6.298)

Ke = [Ke
ab]

same as the static case : Ke
ab =

Z

Ωe
dΩ BT

a D Bb

F = heat supply vector : F← fe (6.299)

fe = [ f e
a]

from BC’s : f e
a =

Z

Ωe
NaH +

Z

Γh

dΓNah−∑(Ke
abgb+mabġb)

d0 = M−1d ;d← de (6.300)

Initial condition : de = [de
a]

da =

Z

Ωe
NaρcpT0−∑mabge

b(0)

(SeeHughes, 2000, p. 421).

The main difference with the static sets of equation for the heat equation is the introduction of the
M matrix and the need to solve eq. (6.296) as an ODE.

6.9.2 Solution of the semi-discrete heat equation

Solve

M ḋ+K d = F (6.301)

with IC d = d0
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Note thatM,K are symmetric,M is positive definite andK is positive semi-definite (not pos. def.
anymore). A general approach to solve eq. (6.301) is by the generalized trapezoidal method (see
Hughes, 2000, p. 459).

Generalized Trapezoidal Method

Mvn+1+Kdn+1 = Fn+1

dn+1 = dn +∆t vn+α (6.302)

vn+α = (1−α)vn+αvn+1 (6.303)

wheredn andvn are the approximations tod(t = tn) andḋ(t = tn), respectively, with

tn+1 = tn+∆t (6.304)

as for the finite difference method. For the followingα’s the methods in the table below are recov-
ered.

α
0 forward Euler, fully explicit

0.5 midpoint, Crank-Nicolson
1 backward Euler, fully implicit

v - form implementation

(a) Start att = t0 with d = d0 given forn = 0.

(b) Estimatev0≃ ḋ0 from

Mv0 = F0−Kd0 (6.305)

(c) Compute predictor

d̃n+1 = dn+(1−α)∆t vn (6.306)

Combine eq. (6.302) & (6.303) with (6.306)

dn+1 = d̃n+1 +α∆t vn+1 (6.307)

into eq. (6.301)

(M+α∆t K)vn+1 = Fn+1−K d̃n+1 (6.308)

(d) Solve eq. (6.308) for vn+1 (rest is known)

(e) Advancet = t +∆t and eturn to step 3.

Note that for the fully explicit case withα = 0 and a “lumped”M matrix (6.308) (i.e. diagonal)
does not involve any equation solving for time-stepping.M is lumped forρ andcp constant.
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d - form implementation

Instead of eq. (6.308), we use (forα 6= 0)

1
α∆t

(M+α∆t K)dn+1 = Fn+1+
1

α∆t
M d̃n+1 (6.309)

to obtaindn+1, and then update

vn+1 =
dn+1− d̃n+1

α∆t
(6.310)

The right hand side of eq. (6.309) is fast to compute for diagonalM.

The generalized trapezoidal methods areα < 1
2 conditionally stable for

∆t .
2

(1−2α)h2 (6.311)

whereh is the smallest grid spacing in the mesh (h , “mesh parameter”). For the fully explicit
method (α = 0), we recover

∆t ≤ 2
h2 (6.312)

as in the finite difference method.

→ For α≥ 1
2, the method is uncontionally stable. The best accuracy is obtained by the Crank-

Nicolson scheme forα = 1
2, the extremes ofα = 0 andα = 1 are only first order accurate. It

is therefore a good idea to use theα = 1
2 scheme if the equation solving required for implicit

methods is feasible.

→ If the complete matrix inversion required for implicit schemes is not feasible, the element-by-
element approach ofHughes(2000) p. 484 (preconditioned conjugate gradient with Crout
factorization) can be used.

→ For solutions of wave propagation (hyperbolic and parabolic - hyperbolic) problems, see
Hughes(2000), chap. 9.
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