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1 Introduction

Shifted biset functors where introduced by the first author in 2010 (see Section 8.2
of [3]). The shifting of a functor F by a group T is also called the Yoneda-Dress
construction at T of the functor F . For a group T , this construction defines a self-
adjoint exact linear endofunctor of the category of biset functors (Proposition 8.2.7
in [3]). It is also known that a shifted Green biset functor is again a Green biset
functor (Lemma 4.4 in [8]) and that, for a Green biset functor A, a shifted A-module is
an A-module (Example 8.5.6 in [3]). Shifted functors play a crucial role in the definition
of the internal hom and the tensor product of biset functors. Furthermore, they have
shown to be of major importance in the description of the category of modules over a
Green biset functor.

In his PhD thesis [6], B. Garćıa conjectured that, for any fields k and F of char-
acteristic 0 and any finite group T , the category of modules over the shifted Green
biset functor (kRF)T is semisimple (see Conclusiones in [6]). Particular cases of this
conjecture have already been proved; L. Barker showed in [2] that the category of
kRQ-modules is semisimple, and Garćıa showed in his thesis (see also [7]) that the
same holds for (CRC)T -modules, for any finite group T .

In this article we prove Garćıa’s conjecture, it is Theorem 8 in Section 4. Then,
we determine the multiplicity of each simple module in any (kRF)T -module in the
case where (kRF)T is restricted to groups G such that (|T |, |G|) = 1. The last result
generalizes Theorem 1.9 in [2]. To prove the conjecture, we introduce in Section 3, a
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criterion to determine when a Green biset functor A is semisimple (i.e. when every
A-module is semisimple). This criterion will be used again in a forthcoming article,
dealing with Green fields.

2 Preliminaries

We consider the biset category defined over a commutative unital ring k and having
as objects a class D of finite groups, closed under subquotients and direct products.
Unless otherwise stated, when we write Green biset functor we will mean Green D-biset

functor over k, for some D and k. The Burnside functor will be denoted by kB, as
usual, and if F is a field of characteristic 0, the functor of linear F-representations will
be denoted by kRF.

We recall the definition of the category PA, associated to the Green biset functor A.
The trivial group will be denoted by 1. For a finite group G, we denote by ∆(G)

the diagonal subgroup of G×G, that is ∆(G) = {(g, g) | g ∈ G}.

Definition 1. Let A be a Green biset functor with identity element ε ∈ A(1). The
category PA is defined in the following way:

� The objects of PA are all finite groups in D.

� If G and H are groups in D, then HomPA
(H, G) = A(G×H).

� Let H, G and K be groups in D. The composition of β ∈ A(H × G) and
α ∈ A(G×K) in PA is the following:

β ◦ α = A
(
Def

H×∆(G)×K

H×K ◦ ResH×G×G×K
H×∆(G)×K

)
(β × α).

� For a groupG inD, the identity morphism εG ofG in PA isA(IndG×G
∆(G)◦Inf

∆(G)
1

)(ε).

For a morphism α ∈ A(H ×G) from G to H in the category PA, we denote by α
op

the element of A(G×H) - i.e. the morphism from H to G - defined by

αop = A(IsoG×H
H×G)(α),

where IsoG×H
H×G is the group isomorphism H ×G→ G×H swapping the components.

For a Green biset functor A, an A-module is defined as a biset functor M , together
with bilinear products A(G)×M(H) → M(G×H) that satisfy natural conditions of
associativity, identity element and functoriality. It is well known that this definition
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is equivalent to defining an A-module as a k-linear functor from the category PA to
k-Mod. We denote the category of A-modules by A-Mod. Important objects in A-Mod

are the shifted functors (also called shifted modules) ML. If L is a fixed finite group,
the functorML is defined as M(G×L) in a group G ∈ D and as M(α×L) in an arrow
α ∈ A(H ×G), for more details see Definition 10 in [4].

Given a Green biset functor A, defined on a class D, we can generalize the Yoneda-
Dress construction of A in the following way. Let T be a group in D and D′ be a
subclass of D possibly not containing T . The shifted functor AT sending G ∈ D′ to
A(G× T ) and an element ϕ ∈ kB(H, G) to A(ϕ× T ) is a Green D′-biset functor.

When dealing with the simple objects of A-Mod, we will need the following notions.

Definition 2. Let A be a Green biset functor. For a group H ∈ D, the essential

algebra, Â(H), of A on H, is the quotient of A(H × H) over the ideal generated by
elements of the form a ◦ b, where a is in A(H ×K), b is in A(K ×H) and K runs over
the groups in D of order smaller than |H|.

The following functors can be defined in more general settings, we recall the defi-
nitions in the context of A-modules.

Definition 3. Let A be a Green biset functor, H a group in D and V an A(H ×H)-
module, the A-module LH,V is defined in G ∈ D as

LH,V (G) = A(G×H)⊗A(H×H) V,

and in an obvious way in arrows.

If V is a simple A(H × H)-module, then LH,V has a unique maximal subfunctor
JH,V , which in each evaluation is equal to

JH,V (G) =

{
n∑

i=1

ai ⊗ vi ∈ LH,V (G) |
n∑

i=1

(b ◦ ai)vi = 0 ∀b ∈ A(H ×G)

}
.

The quotient SH,V = LH,V /JH,V is a simple A-module such that SH,V (H) = V .
On the other hand, if S is a simple A-module and H ∈ D is such that S(H) 6= {0},
then taking V = S(H) gives S ∼= SH,V .

The following lemma is a generalization of Lemma 3.3. in [8], its proof is an easy
modification of that of Lemma 3.3 in [8], so we give just a sketch of it, as a reminder.

Lemma 4. Let A and C be Green biset functors and suppose there exists an epi-

morphism f : A → C of Green biset functors. Then a simple C-module is a simple

A-module S for which there exists a finite group H ∈ D such that S(H) 6= {0} and

fH×H induces a C(H ×H)-module structure on S(H).
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Proof. It is easy to see that the simple C-modules coincide with the simple A-modules
in which Kerf has a zero action. Hence, clearly if S is such an A-module, then fH×H

induces an action of C(H × H) on S(H) for any fixed H such that S(H) 6= {0}. It
remains then to see that if a simple A-module S satisfies this last condition, then Kerf
has a zero action on S. To do this we take arbitrary groups K and G, we have that
S(G) is isomorphic to LH,V (G) over JH,V (G). Given a ∈ Kerf(K), we have that a×ϕ
is in Kerf(K ×G×H) for any ϕ ∈ A(G×H), and so ψ ◦ (a× ϕ) is in Kerf(H ×H)
for any ψ ∈ A(H ×K × G). This allows us to show that Kerf(K) sends LH,V (G) to
JH,V (K ×G), hence it sends S(G) to zero in S(K ×G).

3 A semisimplicity criterion

Definition 5. An A-module is called semisimple if it is the sum of its simple A-
submodules. A Green biset functor A is called semisimple if all A-modules are semisim-
ple.

Lemma 6. A Green biset functor A is semisimple if and only if for every group H,

the A-module AH is semisimple.

Proof. If A is semisimple, then in particular every A-module of the form AH is semisim-
ple. Conversely, suppose that every AH is semisimple. As these modules can be view
as the representable functors of the category PA, any A-module is a quotient of a direct
sum of functors of the form AHi

. Hence any A-module is semisimple.

Proposition 7. Let A be a Green biset functor over k. Assume the following:

1. If L is a finite group in D, the algebra A(L× L) is semisimple.

2. If H is a finite group in D, the bilinear map

(α, β) ∈ A(H × L)2 7→ βop ◦ α ∈ A(L× L)

is non degenerate, i.e. if βop ◦ α = 0 for all β ∈ A(H × L), then α = 0.

Then A is a semisimple Green biset functor.

Proof. We will show that AL is a semisimple A-module, for each finite group L. Let
M be an A-submodule of AL.
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� First, M(L) is a left ideal of the algebra A(L×L), and we claim that if M(L) =
{0}, then M = 0. Indeed, if M(L) = {0}, then for any finite group H, the
k-vector space M(H) is contained in the set of elements α of AL(H) = A(H×L)
such that βop ◦ α = 0 for each β ∈ A(H × L) (since βop ◦ α ∈ M(L) = {0}). By
assumption 2, we have M(H) = {0}, as claimed.

� Now let Φ be the correspondence sending an A-submodule M of AL to the (left)
ideal M(L) of the algebra A(L × L). In the other direction, let Ψ be the cor-
respondence sending a left ideal V of A(L × L) to the A-submodule 〈V 〉 of AL

generated by V .

Clearly Φ ◦Ψ(V ) = V , since 〈V 〉(L) = A(L× L)(V ) = V .

Conversely, let M be an A-submodule of AL. Then M(L) is a left ideal of
A(L×L), which is semisimple by assumption 1. Then there exists a left ideal W
of A(L× L) such that

M(L)⊕W = A(L× L).

Let P =M +Ψ(W ). The evaluation of P at L is

P (L) =M(L) +W = A(L× L).

Then P = AL, because AL is generated by AL(L) = A(L × L). Moreover, the
intersection I =M ∩Ψ(W ), evaluated at L, is equal to

I(L) =M(L) ∩W = {0}.

It follows that I = {0}, and then M ⊕Ψ(W ) = AL.

Now consider M ′ = Ψ ◦ Φ(M). This is an A-submodule of M , and the same
arguments show that M ′ ⊕Ψ(W ) = AL also. But we have

M ′ ≤M ≤M ′ ⊕Ψ(W ),

and then M =M ′ ⊕
(
M ∩Ψ(W )

)
=M ′ ⊕ I =M ′.

We have shown that Φ and Ψ are mutually inverse bijections between the poset
of A-submodules of AL and the poset of left ideals of A(L×L). It follows that AL

is a semisimple A-module, for each finite group L. By Lemma 6, A is semisimple.
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4 Shifted functors of linear representations

In this section k denotes a field of characteristic 0.

Theorem 8. Let F be a field of characteristic 0. For any finite group T , the functor

(kRF)T is a semisimple Green biset functor.

Proof. We will show that (kRF)T fulfills the assumptions 1 and 2 of Proposition 7.
First step: we want to show that the bilinear map

A(H × L)⊗ A(H × L) → A(L× L)

α⊗ β 7→ ξk(α, β) = βop ◦ α

is non degenerate when A = (kRF)T , for any finite groups H and L, in the sense that
if ξk(α, β) = 0 for all β ∈ A(H × L), then α = 0.

For given groups H and L, we have two k-vector spaces

Uk = k ⊗RF(H × L× T ), Wk = k ⊗RF(L× L× T )

Saying that ξk is non degenerate amounts to saying that the map

ξ̂k : Uk → Homk(Uk,Wk)

u 7→
(
v 7→ ξk(u, v)

)

is injective.
Now each of the k-vector spaces Uk andWk is obtained by scalar extension k⊗Z (−)

from the corresponding groups UZ = RF(H×L×T ), and WZ = RF(H×L×T ). These
two groups are free abelian groups of finite rank. It follows that

Homk(Uk,Wk) = Homk(k ⊗Z UZ, k ⊗Z WZ)
∼= k ⊗Z HomZ(UZ,WZ),

and that ξ̂k = k ⊗ ξ̂Z. If we can prove that ξ̂Z is injective, then ξ̂k will be injective as
well, because k is flat over Z.

Now in order to prove this, we will build a bilinear form

〈−,−〉 : RF(H × L× T )×RF(H × L× T ) → Z

with the following two properties:

1. The form 〈−,−〉 is positive definite, that is, 〈α, α〉 ≥ 0 for any element α ∈
RF(H × L× T ), with equality if and only if α = 0.
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2. The kernel of ξ̂Z, i.e. the set of elements α ∈ RF(H×L×T ) such that βop ◦α = 0
for all β ∈ RF(H × L× T ), is equal to the left radical of 〈−,−〉, that is, the set
of elements α ∈ RF(H × L× T ) such that 〈α, β〉 = 0 for all β ∈ RF(H × L× T ).

If we can do this, then the kernel of ξ̂Z will be {0}, for 〈−,−〉 is positive definite, so
its radical is zero.

We first introduce a linear form τ on RF(L× L× T ), with values in Z, as follows:
for a finite dimensional F(L× L× T )-module V , we set

τ(V ) = dimF V
∆L×T , (1)

i.e. the dimension of the space of fixed points on V under the action of the group

∆L× T = {(l, l, t) | l ∈ L, t ∈ T}.

If χV is the character of V , using for example ([1] Sec. 14, Lemma 11), adapted to an
arbitrary field of characteristic 0, we have

τ(V ) =
1

|L||T |

∑

l∈L
t∈T

χV (l, l, t).

Next, for a finite dimensional F(H×L×T )-module U , we endow the dual vector space
U ♯ = HomF(U,F) with the structure of F(L×H × T )-module defined by

∀(l, h, t) ∈ L×H × T, ∀α ∈ U ♯, ∀u ∈ U,
(
(l, h, t)α

)
(u) = α

(
(h−1, l−1, t−1)u

)
. (2)

Then the character χU♯ of U ♯ is given by

∀(l, h, t) ∈ L×H × T, χU♯(l, h, t) = χU(h
−1, l−1, t−1),

where χU is the character of U .
Now when U and V are finite dimensional F(H × L× T )-modules, we set

〈U, V 〉 = τ(V ♯ ◦ U), (3)

and we extend this definition to a bilinear form 〈−,−〉 defined on RF(H×L×T ), with
values in Z.

By Lemma 7.1.3 of [3], the character χV ♯◦U of the F(L× L× T )-module V ♯ ◦ U is
given by

∀l, l′ ∈ L, t ∈ T, χV ♯◦U(l, l
′, t) =

1

|H|

∑

h∈H

χV (h
−1, l−1, t−1)χU(h, l

′, t),
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where χU and χV are the characters of U and V , respectively. It follows that

〈U, V 〉 =
1

|H||L||T |

∑

h∈H
l∈L
t∈T

χV (h
−1, l−1, t−1)χU(h, l, t).

We aim to show that this bilinear form is positive definite. To do this, we first
choose an integer n (e.g. n = |H||L||T |) such that all the character values of the
groups we consider lie in the subfield S of F generated by the nth-roots of unity (that
is, the intersection F∩Q[ζ] in an algebraic closure of F, where ζ is a primitive nth-root
of unity). We fix a field isomorphism Φ from Q[ζ] to Q[s], where s is a primitive nth-
root of unity in the field C of complex numbers. We can assume that Φ is the identity
map on Q ⊆ Q[ζ].

With this notation, for F(H × L× T )-modules U and V , we have

〈U, V 〉 = Φ
(
〈U, V 〉

)
=

1

|H||L||T |

∑

x∈H
y∈L
t∈T

Φ
(
χV (x, y, t)

)
Φ
(
χU(x, y, t)

)
.

Using this, we can consider the difference U − V ∈ RF(H × L× T ), and compute

〈U − V, U − V 〉 = Φ
(
〈U,U〉

)
+ Φ

(
〈V, V 〉

)
− Φ

(
〈U, V 〉

)
− Φ

(
〈V, U〉

)

=
1

|H||L||T |

∑

x∈H
y∈L
t∈T

(ax,y,tU ax,y,tU + ax,y,tV ax,y,tV − ax,y,tU ax,y,tV − ax,y,tV ax,y,tU )

=
1

|H||L||T |

∑

x∈H
y∈L
t∈T

∣∣ax,y,tU − ax,y,tV

∣∣2,

where for short ax,y,tU = Φ
(
χU(x, y, t)

)
and ax,y,tV = Φ

(
χV (x, y, t)

)
.

It follows that 〈U − V, U − V 〉 is a non negative integer, equal to zero if and only
if ax,y,tU = ax,y,tV for all (x, y, t) ∈ H × L × T , i.e. if χU = χV , that is, if U and V are
isomorphic. In other words, the bilinear form 〈−,−〉 defined on RF(H × L× T ), with
values in Z, is positive definite.

Now assume that α ∈ RF(H × L × T ) is such that βop ◦ α = 0 for any β ∈
RF(H × L× T ). Then in particular

τ(βop ◦ α) = 0 = 〈α, β∗〉,
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where β → β∗ is the linear automorphism of RF(H × L × T ) induced by the duality
V 7→ V ∗ = HomF(V,F), with its usual structure of F(H × L × T )-module. Taking
β = α∗, we get 〈α, α〉 = 0, hence α = 0, as was to be shown.

Second step: it remains to show that the k-algebra A(L×L) is semisimple for any
finite group L. Let us denote by Ak(L×L) the algebra A(L×L), in order to emphasize
the field k. Then we have Ak(L × L) ∼= k ⊗Q AQ(L × L). If we can show that the
Q-algebra AQ(L × L) is semisimple, then Ak(L × L) will be semisimple as well, by
Corollary 7.8 of [5], as k is a separable Q-algebra since it has characteristic 0.

We use again the linear form τ : RF(L×L×T ) → Z defined in (1), and the associated
bilinear form 〈−,−〉 defined on RF(L× L× T ) with values in Z, defined in (3), in the
case H = L. We observe moreover that in the case H = L, the construction U 7→ U ♯

introduced in (2) extends to an involutive linear automorphism of RF(L× L× T ).
Furthermore, when U and V are finite dimensional F(L × L × T )-modules, the

character of the composition U ◦ V is given by

∀l, l′ ∈ L, t ∈ T, χU◦V (l, l
′, t) =

1

|L|

∑

x∈L

χU(l, x, t)χV (x, l
′, t),

where χU and χV are the characters of U and V , respectively. It follows easily that the
F(L × L × L)-modules (U ◦ V )♯ and V ♯ ◦ U ♯ have the same character, hence they are
isomorphic. Thus, we can extend the construction V 7→ V ♯ to an antiautomorphism of
the algebra AQ(L× L) = Q⊗Z RF(L× L× T ), that we denote by α 7→ α♯.

We also extend the bilinear form 〈−,−〉 to a bilinear form 〈−,−〉Q on AQ(L×L) =
Q⊗Z RF(L×L× T ), with values in Q. This form 〈−,−〉Q is again positive definite: if
α ∈ Q⊗Z RF(L× L× T ), then there is an integer m such that mα ∈ RF(L× L× T ),
and

〈α, α〉Q =
1

m2
〈mα,mα〉

is a non negative rational number, equal to 0 if and only if mα = 0, that is if α = 0.
Now let U , V and W be finite dimensional F(L× L× T )-modules. Then

〈U ◦ V,W 〉 = τ
(
W ♯ ◦ (U ◦ V )

)

= τ
(
(W ♯ ◦ U) ◦ V

)

= τ
(
(U ♯ ◦W )♯ ◦ V

)

= 〈V, U ♯ ◦W 〉.

By linearity, we get that

∀(α, β, γ) ∈ AQ(L× L)3, 〈α ◦ β, γ〉Q = 〈β, α♯ ◦ γ〉Q. (4)
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Let I be a left ideal of AQ(L×L). By equation (4), the orthogonal I⊥ of I for 〈−,−〉Q
is also a left ideal of AQ(L × L). Moreover I ∩ I⊥ = {0} since 〈−,−〉Q is positive.
Finally dimQ I +dimQ I

⊥ = dimQA(L×L) since 〈−,−〉Q is non degenerate. It follows
that I ⊕ I⊥ = AQ(L × L), so any left ideal of AQ(L × L) has a complement left ideal
in AQ(L×L). That is, the algebra AQ(L×L) is semisimple. This completes the proof
of Theorem 8.

We devote the rest of the section to prove a generalization of Theorem 1.9 in [2],
regarding the multiplicities with which the simple modules appear in a (kRQ)T -module,
when (kRQ)T is defined in a class of groups D such that (|T |, |G|) = 1 for every G ∈ D.

For any group T , the linearization morphism defines an epimorphism of Green biset
functors kBT → (kRQ)T so, in view of Lemma 4, the simple (kRQ)T -modules are some
of the simple kBT -modules. It is shown in [7] that any simple (kRQ)T -module has a
unique (cyclic) minimal group. Hence, in this case we obtain an analogous result of
Lemma 3.3 in [8]: The simple (kRQ)T -modules are the simple kBT -modules SC, V for

C a cyclic group and V a simple k̂BT (C)-module such that ̂(kRQ)T (C) 6= 0 and V is

a (simple) ̂(kRQ)T (C)-module.
We recall the following notation from [8].

Notation 9. Let G, H, K and T be groups. Let E be a subgroup of G×H×T and D
be a subgroup of H×K×T . Then E ∗D denotes the following subgroup of G×K×T .

E ∗D = {(g, k, t) ∈ G×K × T | ∃h ∈ H s.t. (g, h, t) ∈ E and (h, k, t) ∈ D}.

We also denote by p1(E), p2(E) and p3(E) the projections of E on G, H and T
respectively; p1, 2(E) will denote the projection over G × H, and in the same way we
define the other possible combinations of indices. We write k1(E) for

{h ∈ p1(E) | (h, 1, 1) ∈ E},

which is a normal subgroup of p1(E). Similarly, we define k2(E) and k3(E).

The following lemma is a straightforward generalization of the corresponding results
appearing in Proposition 2.3.22 of [3].

Lemma 10. Let E and D be as in the previous notation. We have p1(E ∗D) ⊆ p1(E)
and k1(E) ⊆ k1(E ∗D).

In the remainder of this section we assume that T is a group such (|T |, |G|) = 1
for every G ∈ D and we consider the shifted functors kBT and (kRQ)T defined in D.
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Lemma 11. Let S be a simple kBT -module and K be a minimal group for S. If H is

a group such that S(H) 6= 0, then K is a isomorphic to a subquotient of H.

Proof. Since V = S(K) 6= 0, we know that S(H) is isomorphic to the quotient of
LK,V (H) = kBT (H ×K)⊗kBT (K×K) V by

JK,V (H) =

{
n∑

i=1

αi ⊗ vi ∈ LK,V (H) |
n∑

i=1

(β ◦ αi)vi = 0 ∀β ∈ kBT (K ×H)

}
.

Hence, if S(H) 6= 0, we must have LK,V (H) 6= JK,V (H). This means that there exist
α ∈ kBT (H ×K) and β ∈ kBT (K ×H) such that β ◦ α has a non zero action on V .

In particular, β ◦ α is not zero in k̂BT (K ×K). By Lemma 4.5 in [8], this means that
there exist E a subgroup of K ×H × T and D a subgroup of H ×K × T such that

((K ×H × T )/E) ◦ ((H ×K × T )/D) =
∑

(h, t)

(K ×K × T )/E ∗(h, 1, t) D

is not zero in k̂BT (K × K), where (h, t) runs through a set of representatives of the
double cosets p2, 3(E)\H × T/p1, 3(D). In turn, there exists (h, t) ∈ H × T such that

(K×K×T )/E ∗(h, 1, t)D is not zero in k̂BT (K×K). By Lemma 4.8 in [8], this implies
that p1(E ∗(h, 1, t)D)/k1(E ∗(h, 1, t)D) is isomorphic to K. Then, by the previous lemma,
p1(E)/k1(E) is isomorphic to K. It follows that E is equal to

E = {(f(h, t), h, t) | (h, t) ∈ A},

where A is a subgroup of H × T and f is a surjective homomorphism from A to K.
Since T has order relatively prime to |H| and |K|, we have that A = H0×T0, for some
H0 6 H and T0 6 T , and that 1× T0 is contained in Kerf . Hence K is isomorphic to
a quotient of H0, i.e. to a subquotient of H.

Remark 12. Observe that, in the situation of the previous lemma,K is the only minimal
group of S up to isomorphism.

It is shown in Section 3.3 of [7] that there is an isomorphism of k-algebras

̂(kRQ)T (G) ∼=
∏

τ∈[CS(T )]

k̂RQ(G)

where [CS(G)] is a set of representatives of the conjugacy classes of cyclic subgroups

of T . Hence, for a simple ̂(kRQ)T (G)-module W , there exist a unique τ and a unique
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simple k̂RQ(G)-module V such thatW is isomorphic to the restriction of scalars of V via

the projection on the τ -th coordinate factor k̂RQ(G). We will denote this module by Vτ .
Furthermore, by Corollary 3.24 of [7], the simple (kRQ)T -modules are in correspondence
with the triplets (C, V, τ) such that C is a cyclic group, V is a primitive kAut(C)-
module and τ is cyclic subgroup of T . The group C and the module V are taken up
to isomorphism and τ up to conjugation. We will abbreviate a triplet (C, V, τ) by
(C, Vτ ) and we will write SC, Vτ for the corresponding simple (kRQ)T -module.

Proposition 13. Let A = (kRQ)T be defined in D, where k is a field of characteristic

0 and T is group such that (|T |, |G|) = 1 for all G ∈ D. Given an A-module M , then

in the expression

M ∼=
⊕

(C, Vτ )

mC, VτSC, Vτ ,

for any (C, Vτ ), the multiplicity mC, Vτ equals the multiplicity of Vτ in the kBT (C × C)-
moduleM(C). In particular, for any cyclic group C and any primitive kAut(C)-module

V , the multiplicities mC, Vτ satisfy that

∑

τ∈[CS(T )]

mC, Vτ

is equal to the multiplicity of V in the kAut(C)-module M(C).

Proof. Suppose M ∼=
⊕

(C, Vτ )
mC, VτSC, Vτ and let D be a cyclic group. By the para-

graph before Notation 9 and Lemma 11 we have

M(D) ∼=
⊕

(C, Vτ )
|C| divides |D|

mC, VτSC, Vτ (D).

Let |D| = m. We will show first that no SC, Vτ (D) with |C| a proper divisor of m con-
tains primitive kAut(D)-modules. So, if we suppose that Wρ = SD,Wρ(D) is contained
in SC, Vτ (D), for such a C, then SC, Vτ (D) would contain a primitive kAut(D)-module,
a contradiction.

We have that SC, Vτ (D) is equal to a quotient of LC, Vτ (D) = kBT (D×C)⊗kBT (C×C)

Vτ . Let us see that the kernel of the morphism

πm,n : (Z/mZ)× → (Z/nZ)×,

acts trivially in LC, Vτ (D). Then, it acts trivially in SC, Vτ (D).
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For an element r ∈ (Z/mZ)×, we denote by ∆r(D) the subgroup {(d, dr) | d ∈ D}
of D×D and by βr the (D×D×T )-set (D×D×T )/(∆r(D)×T ). If α is a transitive
(D × C × T )-set, say α = (D × C × T )/A, then

βr ◦ α ∼= (D × C × T )/
(
(∆r(D)× T ) ∗ A

)
,

by Lemma 4.5 in [8]. Since (|T |, |D|) = 1, we have that A = A0×T0, where A0 6 D×C
and T0 6 T , hence

(∆r(D)× T ) ∗ A = {(d, c, t) ∈ D × C × T | (dr, c, t) ∈ A}
= {(d, c) ∈ D × C | (dr, c) ∈ A0} × T0.

But if r is in Ker πm,n, then sending an element (d, c) of A0 to (dt, c) = (d, c)t defines
an automorphism on A0, hence

{(d, c) ∈ D × C | (dr, c) ∈ A0} = A0.

So, (∆r(D)× T ) ∗ A = A and Ker πm,n acts trivially in LC, Vτ (D).
On the other hand, if SD,Zγ is such that ρ 6= γ in [CS(T )] or W ≇ Z as kAut(D)-

modules, then SD,Wρ(D) ≇ SD,Zγ (D) as ̂(kRQ)T (D)-modules. Now, we have the fol-
lowing chain of epimorphisms of rings

kBT (D ×D) → (kRQ)T (D ×D) → ̂(kRQ)T (D).

So SD,Wρ(D) ≇ SD,Zγ (D) in the kBT (D × D)-module M(D). This proves the first
statement in the proposition. The second statement comes from the first part of the
proof and the fact that if we restrict the action from kBT (D × D) to kAut(D), then
SD,Wτ (D) ∼= SD,Wρ(D), as kAut(D)-modules.

Remark 14. Let A be as in the previous proposition. If SC, Vτ , with C a cyclic group
and V a primitive kAut(C)-module, is an A-submodule of AL, then SC, Vτ (L) 6= 0 and
so C is a subquotient of L. That is, the only simple A-modules that may appear in the
semisimple decomposition of AL are those corresponding to cyclic subquotients of L.

References

[1] J. L. Alperin and R. B. Bell. Groups and representations, volume 162 of Graduate

Texts in Mathematics. Springer-Verlag, New York, 1995.

[2] L. Barker. Rhetorical biset functors, rational p-biset functors and their semisim-
plicity in characteristic zero. Journal of Algebra, 319:3810–3853, 2008.

13



[3] S. Bouc. Biset functors for finite groups. Springer, Berlin, 2010.

[4] S. Bouc and N. Romero. The center of a Green biset functors. Pacific Journal of

Mathematics, 303:459–490, 2019.

[5] C. Curtis, I. Reiner. Methods of representation theory with applications to finite

groups and orders. Volume 1. John Wiley and sons, U.S.A, 1981.
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[7] B. Garćıa. On the ideals and essential algebras of shifted functors of linear repre-
sentations. J. Algebra, 521:452–480, 2019.

[8] N. Romero. Simple modules over Green biset functors. Journal of Algebra, 367:203–
221, 2012.
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