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1. Introduction

Let p be a prime number. This article originates in a joint work with Nadia
Romero ([4]), when we started considering the possible applications of genetic
bases to the computation of Whitehead groups of finite p-groups. Indeed,
after the comprehensive book of B. Oliver ([7]), it became clear to N. Romero
that these questions have close links to rational representations of p-groups.
So the idea emerged that possibly genetic bases would be a natural tool in
this context, and a first use of this is made in [8].

In particular, when trying to compute various groups related to the
Whitehead group of a finite p-group P (for odd p), a specific product ap-
pears, defined in terms of the fields of endomorphisms of the irreducible
QP -modules. After some non trivial reformulation using genetic bases, this
product can be viewed as

Γ(P ) =
∏
S∈B

(
NP (S)/S

)
,

where B is a genetic basis of P . As the groups NP (S)/S are called the types
or genotypes of the irreducible QP -modules, we call Γ(P ) the genome of P .
It is the main subject of this paper.

The connection of Γ(P ) with Whitehead groups and K-theory is estab-
lished in Theorem 4.3: the genome of P can be recovered as the p-torsion
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part of K1(QP ). This induces a structure of p-biset functor on the corre-
spondence P 7→ Γ(P ), which we try to make explicit in Section 5, by giving
formulae to compute the action of a (Q,P )-biset on Γ(P ) (Theorem 5.9).
Finally, we show that Γ is a rational p-biset functor, hence it factors through
the Roquette category of finite p-groups introduced in [3].

2. Review of K1

2.1. Let A be a ring (with 1). Let GL(A) denote the colimit of the linear
groups GLn(A), for n ∈ N>0, where the inclusion GLn(A) ↪→ GLn+1(A) is

M ∈ GLn(A) 7→
(
M 0
0 1

)
∈ GLn+1(A) .

The group K1(A) is defined as the abelianization of GL(A), namely

K1(A) = GL(A)ab = GL(A)/[GL(A), GL(A)] .

2.2. Remark : In particular there is a canonical group homomorphism
from the group A× = GL1(A) of invertible elements of A to K1(A), which
factors as

A× //A×/[A×, A×]
αA //K1(A)

2.3. There is an alternative definition of K1(A): let P(A) denote the cate-
gory of pairs (P, a) of a finitely generated projective (left) A-module P , and
an automorphism a of P . A morphism (P, a) → (Q, b) in P(A) is a morphism
of A-modules f : P → Q such that b ◦ f = f ◦ a.

Let [P, a] denote the isomorphism class of (P, a) in P(A), and let Kdet(A)
denote the Grothendieck group with generators the set of these equivalence
classes, and the relations of the following two forms

• [P, a ◦ a′] = [P, a] + [P, a′], for any a, a′ ∈ AutA(P ),

• [Q, b] = [P, a] + [R, c] whenever there are morphisms f : [P, a] → [Q, b]
and g : [Q, b] → [R, c] in P(A) such that the sequence

0 → P
f→ Q

g→ R → 0

is an exact sequence of A-modules (in particular, since R is projective,
this sequence splits).

2



If n ∈ N>0 and m ∈ GLn(A), one can view m as an automorphism of the
free module An. Let λ(m) = [An,m] ∈ Kdet(A).

2.4. Theorem: The assignment m 7→ λ(m) induces a group isomorphism
K1(A) ∼= Kdet(A).

Proof : See [5] Theorem 40.6.

2.5. Let now A and B be two rings, and let L be a (B,A)-bimodule which
is finitely generated and projective as a left B-module. If P is a finitely
generated projective A-module, then P is a direct summand of some free A-
module An, and then L⊗A P is a direct summand of L⊗AA

n ∼= Ln as a left
B-module. Hence L ⊗A P is a finitely generated projective left B-module.
Then the functor L⊗A− : P 7→ L⊗AP induces a functor TL : P(A) → P(B)
such that

TL
(
(P, a)

)
= (L⊗A P,L⊗A a) .

One checks easily that the defining relations of Kdet(A) are preserved by this
functor, hence there is a well-defined induced group homomorphism

tL : Kdet(A) → Kdet(B)

sending the class [P, a] to the class [L⊗A P,L⊗A a]. This group homomor-
phism is called the (generalized) transfer associated to the bimodule L.

The properties of the tensor product of bimodules now translate to prop-
erties of this transfer homomorphism:

2.6. Proposition: Let A,B,C be rings. In the following assertions,
assume that the bimodules involved are finitely generated and projective as
left modules. Then:

1. if L ∼= L′ as (B,A)-bimodules, then tL = tL′.

2. if L is the (A,A)-bimodule A, then tL = IdKdet(A).

3. if L ∼= L1 ⊕ L2 as (B,A)-bimodules, then tL = tL1 + tL2.

4. if L is a (B,A)-bimodule and M is a (C,B)-bimodule, then

tM ◦ tL = tM⊗BL .

It follows in particular from (2) and (4) that if L is a (B,A)-bimodule
inducing a Morita equivalence from A to B, then tL is an isomorphism (more
precisely, ifM is an (A,B)-bimodule such thatM⊗BL ∼= A and L⊗AM ∼= B
as bimodules, then tL and tM are inverse to one another).

3



2.7. The group K1(A) has been determined for a number of rings A. In
particular:

2.8. Theorem:

1. Let D be a division ring. Then K1(D) ∼= D×/[D×, D×].

2. Let F be a field. Then the determinant homomorphism

m ∈ GLn(F ) → det(m) ∈ F×

induces an isomorphism K1(F ) ∼= F×.

Proof : See [5] Theorem 38.32.

2.9. Proposition: Let F be a field and G be a finite group of order
prime to the characteristic of F. Let IrrF(G) denote a set of representatives
of isomorphism classes of irreducible FG-modules, and for V ∈ IrrF(G), let
DV = EndFG(V ) denote the skew field of endomorphisms of V .

Then V is an (FG,Dop
V )-bimodule, where the action of g ∈ G and f ∈ DV

on v ∈ V is given by g · v · f = gf(v) = f(gv). Let V ∗ denote the F-dual
of V , considered as a (Dop

V ,FG)-bimodule.
Then the map

τ : K1(FG)

∏
V

tV ∗

//
∏

V ∈IrrF(G)

K1(D
op
V )

is a well defined isomorphism of abelian groups, with inverse

τ ′ :
∏

V ∈IrrF(G)

K1(D
op
V )

∏
V

tV

//K1(FG) .

Proof : As |G| is invertible in F, the group algebra FG is semisimple. More-
over for each V ∈ IrrF(V ), the skew field Dop

V is also a semisimple F-algebra.
This shows that V is projective and finitely generated as an FG-module, and
that V ∗ is projective and finitely generated as a Dop

V -module (that is V ∗ is
a finite dimensional DV -vector space). Hence the generalized transfer maps
tV : K1(FG) → K1(D

op
V ) and tV ∗ : K1(D

op
V ) → K1(FG) are well defined.

Now for any two finitely generated FG-modules V and W , the map

α⊗ w 7→
(
v ∈ V 7→ α(v)w ∈ W

)
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extends to an isomorphism (see e.g. [6] (2.32))

V ∗ ⊗FG W → HomFG(V,W )

of
(
(EndFGV )op, (EndFGW

op)
)
-bimodules, where the bimodule structure on

the right hand side is given by

∀h ∈ (EndFGV )op, ∀ψ ∈ HomFG(V,W ), ∀k ∈ (EndFGW )op, h·ψ·k = k◦ψ◦h.

In case V,W ∈ IrrF(G) and V ̸= W , this yields V ∗ ⊗FG W = 0. And if
V = W , we have an isomorphism V ∗ ⊗FG V ∼= Dop

V of (Dop
V , D

op
V )-bimodules.

Then by Assertions (2) and (4) of Proposition 2.6

tV ∗ ◦ tW =

{
0 if V ̸= W
IdK1(D

op
V ) if V = W.

In other words τ ◦ τ ′ is the identity map of
∏

V ∈IrrF(G)

K1(D
op
V ). Conversely

τ ′ ◦ τ =
∑

V ∈IrrF(G)

tV ◦ tV ∗ = tL ,

where L is the (FG,FG)-bimodule ⊕
V ∈IrrF(G)

(V⊗Dop
V
V ∗). For each V ∈ IrrF(G),

the bimodule V ⊗Dop
V
V ∗ ∼= EndDop

V
(V ) is isomorphic to the Wedderburn

component of FG corresponding to the simple module V , and the semisimple
algebra FG is equal to the direct sum of its Wedderburn components. Thus
L ∼= FG, and tL is equal to the identity map of K1(FG).

2.10. Corollary: Under the assumptions of Proposition 2.9, there is a
group isomorphism

K1(FG) ∼=
∏

V ∈IrrF(G)

D×
V /[D

×
V , D

×
V ] .

Proof : This follows from Proposition 2.9 and Theorem 2.8, since x 7→ x−1

is a group isomorphism D× → (Dop)×, for any skew field D.

2.11. Recall ([2] Chapter 3) that the biset category C of finite groups has all
finite groups as objects, the set of morphisms in C from a group G to a group
H being the Grothendieck group of (finite) (H,G)-bisets, i.e. the Burnside
group B(H,G). The composition of morphisms in C is the linear extension of
the product (V, U) 7→ V ×H U , for a (K,H)-biset V and an (H,G)-biset U .
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A biset functor is an additive functor from C to the category Ab of abelian
groups.

For a prime number p, a p-biset functor is an additive functor from the
full subcategory Cp of C consisting of p-groups to Ab.

Let 1C denote the (non full) subcategory of C with the same objects, but
where the set of morphisms from a group G to a group H is the Grothendieck
group 1B(H,G) of left free (H,G)-bisets. A deflation biset functor is an
additive functor from 1C to Ab.

2.12. Proposition:

1. Let R be a commutative ring. The assignment G 7→ K1(RG) is a
deflation functor.

2. The assignment G 7→ K1(QG) is a biset functor.

Proof : For Assertion 1, if G and H are finite groups, and if U is a finite left
free (H,G)-biset, then the corresponding permutation (RH,RG)-bimodule
RU is free and finitely generated as a left RH-module. Hence the transfer
tRU : K1(RG) → K1(RH) is well defined. If U ′ is an (H,G)-biset isomorphic
to U , then RU ′ ∼= RU as bimodules, hence tRU ′ = tRU . And if U is the
disjoint unions of two (H,G)-bisets U1 and U2, then RU ∼= RU1 ⊕RU2, thus
tRU = tRU1 + tRU2 . This shows that one can extend linearly this transfer
construction U 7→ tRU to a group homomorphism

u ∈ 1B(H,G) 7→ K1(u) ∈ HomAb

(
K1(RG), K1(RH)

)
.

Moreover, if K is a third group, and V is a finite left free (K,H)-biset,
then tRV ◦ tRU = tRV⊗RHRU = tR(V×HU) since the bimodules RV ⊗RH RU
and R(V ×H U) are isomorphic. Finally, if U is the identity biset at G,
namely the set G acted on by left and right multiplication, then RU ∼= RG
as (RG,RG)-bimodule, thus tRU = IdK1(RG). This completes the proof of
Assertion (1).

The proof of Assertion (2) is the same, except that the transfer tQU :
K1(QG) → K1(QH) is well defined for an arbitrary finite (H,G)-biset U :
indeed QU is always finitely generated and projective as a QH-module.

3. Review of genetic subgroups

3.1. Let p be a prime number. A finite p-group is called a Roquette p-group
if it has normal rank 1, i.e. if all its normal abelian subgroups are cyclic. The
Roquette p-groups (see [9]) are the cyclic groups Cpn , for n ∈ N, if p is odd.
The Roquette 2-groups are the cyclic groups C2n , for n ∈ N, the generalized
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quaternion groups Q2n , for n ≥ 3, the dihedral groups D2n , for n ≥ 4, and
the semidihedral groups SD2n , for n ≥ 4.

If P is a Roquette p-group, then P admits a unique faithful irreducible
rational representation ΦP ([2] Proposition 9.3.5).

3.2. If S is a subgroup of a finite p-group P , denote by ZP (S) the subgroup
of NP (S) defined by ZP (S)/S = Z

(
NP (S)/S

)
. The subgroup S is called

genetic if it fulfills the following two conditions:

1. if x ∈ P , then Sx ∩ ZP (S) ≤ S if and only if Sx = S.

2. the group NP (S)/S is a Roquette p-group.

When S is a genetic subgroup of P , let V (S) = IndinfPNP (S)/SΦNP (S)/S de-
note the QP -module obtained by inflation of ΦNP (S)/S to NP (S) followed by
induction to P .

Two genetic subgroups S and T of P are said to be linked modulo P
(notation S ̂P

T ) if there exists an element x ∈ P such that Sx∩ZP (T ) ≤ T
and xT ∩ ZP (S) ≤ S (where as usual Sx = x−1Sx and xT = xTx−1).

3.3. Theorem: Let p be a prime number and P be a finite p-group.

1. If V is a simple QP -module, then there exists a genetic subgroup S of
P such that V ∼= V (S).

2. If S is a genetic subgroup of P , then there is an isomorphism of Q-
algebras

EndQPV (S) ∼= EndQNP (S)/SΦNP (S)/S

induced by the induction-inflation functor from QNP (S)/S-modules to
QP -modules.

3. If S and T are genetic subgroups of P , then V (S) ∼= V (T ) if and
only if S ̂P

T . In this case, the groups NP (S)/S and NP (T )/T are
isomorphic.

Proof : See Theorem 9.4.1, Lemma 9.4.3, Definition 9.4.4, Corollary 9.4.5,
Theorem 9.5.6 and Theorem 9.6.1 of [2].

It follows in particular that the relation ̂P
is an equivalence relation

on the set of genetic subgroups of P . A genetic basis of P is by definition a
set of representatives of genetic subgroups of P for this equivalence.

It also follows that if V is a simple QP -module, and if S is a genetic
subgroup of P such that V ∼= V (S), then the groupNP (S)/S does not depend
on the choice of such a genetic subgroup S. This factor group is called the
type of V ([2] Definition 9.6.8). Laurence Barker ([1]) has introduced the
word genotype instead of type, and we will follow this terminology.
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3.4. Definition: Let p be a prime number and P be a finite p-group. The
genome Γ(P ) of P is the product group

Γ(P ) =
∏
S∈B

(
NP (S)/S

)
,

where B is a genetic basis of P . It is well defined up to isomorphism.

More precisely, suppose that B and B′ are genetic bases of a p-group P .
Then for S ∈ B, there exists a unique S ′ ∈ B′ such that there exists some
x ∈ P with

(3.5) Sx ∩ ZP (S
′) ≤ S ′ and xS ′ ∩ ZP (S) ≤ S ,

and the correspondence S 7→ S ′ is a bijection from B to B′. Moreover, for
each S ∈ B corresponding to S ′ ∈ B′, the set D of elements x satisfying (3.5)
is a single

(
NP (S), NP (S

′)
)
-double coset in P ([2], Proposition 9.6.9).

Let x ∈ D. Then for each n ∈ NP (S)/S, there is a unique element
n′ ∈ NP (S

′)/S ′ such that nSx = xS ′n′, and the map n 7→ n′ is a group
isomorphism NP (S)/S → NP (S

′)/S ′, which only depends on x up to interior
automorphism of NP (S)/S. In particular, when p is odd, the group NP (S)/S
is cyclic, so this group isomorphism does not depend on x.

Thus for odd p, this yields a canonical group isomorphism

(3.6)
∏
S∈B

(
NP (S)/S

) γB′,B //
∏

S′∈B′

(
NP (S

′)/S ′) .

3.7. Remark : Let p be a prime number, and P be a finite p-group. Since
the Roquette p-groups are all indecomposable (that is, they cannot be written
as a direct product of two non-trivial of their subgroups), the genotypes of
the simple QP -modules are determined by the group Γ(P ): by the Krull-
Remak-Schmidt theorem, the group Γ(P ) can be written as a direct product
of indecomposable groups Γ1, . . . ,Γr, and such a decomposition is unique
(up to permutation and isomorphism of the factors). Then Γ1, . . . ,Γr are the
genotypes of the simple QP -modules.

In terms of the Roquette category Rp (see Section 7, or [3]), this means
that two finite p-groups P and Q become isomorphic in Rp if and only if their
genomes Γ(P ) and Γ(Q) are isomorphic (as groups) (see [3] Proposition 5.14).
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4. K-theory and genome

4.1. Lemma: Let p be a prime, and C be a cyclic p-group. Recall that ΦC

is the unique faithful irreducible rational representation of C, up to isomor-
phism.

1. If C = 1, then ΦC = Q.

2. If C ̸= 1, let Z be the unique subgroup of order p of C. Then there is
an exact sequence

(4.2) 0 → ΦC → QC → Q(C/Z) → 0 ,

of (QC,QC)-bimodules, where QC → Q(C/Z) is the canonical sur-
jection.

3. If C has order pn, then the algebra EndQC(ΦC) is isomorphic to the
cyclotomic field Q(ζpn), and if p > 2, the map sending c ∈ C to the
endomorphism φ 7→ φc of ΦC is a group isomorphism from C to the
p-torsion part pQ(ζpn)

× of the multiplicative group Q(ζpn)
×.

Proof : Assertion 1 is trivial. Assertion 2 follows e.g. from [2], Proposi-
tion 9.3.5. A different proof consists in observing that if C has order pn,
then the algebra QC is isomorphic to Q[X]/(Xpn − 1), and the projection
map QC → Q(C/Z) becomes the canonical map

Q[X]/(Xpn − 1) → Q[X]/(Xpn−1 − 1) .

The kernel of this map is now clearly isomorphic to Q[X]/(γpn), where γpn is
the pn-th cyclotomic polynomial, that is, the pn-th cyclotomic field, which is
clearly a simple faithful module for the cyclic group generated by X in the
algebra Q[X]/(Xpn − 1). Observe moreover that the exact sequence 4.2 is
indeed a sequence of (QC,QC)-bimodules.

The first part of Assertion 3 follows easily. For the last part, let ζpn be a
primitive pn-th root of unity. Observe that a p-torsion element in Q(ζpn)

× is
a pn-th root of unity. Hence the p-torsion part of Q(ζpn)

× is cyclic of order pn,
generated by ζpn .

4.3. Theorem: Let p be an odd prime, and P be a finite p-group, and B
be a genetic basis of P . If S is a genetic subgroup of P , and a ∈ NP (S)/S,
view a as an automorphism of ΦNP (S)/S, and let ã denote the corresponding
automorphism of V (S) = IndinfPNP (S)ΦNP (S)/S.
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1. The group homomorphism

Γ(P ) =
∏
S∈B

(
NP (S)/S

) νB // K1(QP )

sending a ∈ NP (S)/S, for S ∈ B, to the class [V (S), ã] in K1(QP ) is
an isomorphism of the genome Γ(P ) onto the p-torsion part pK1(QP )
of K1(QP ).

2. If B′ is another genetic basis of P , and γB′,B is the canonical isomor-
phism defined in 3.6, then

νB′ ◦ γB′,B = νB .

Proof : Since p is odd, the Roquette p-groups are the cyclic p-groups. As-
sertion 1 now follows from Proposition 2.9, Theorem 3.3, and Lemma 4.1.

For Assertion 2, let S ∈ B and let S ′ be the unique element of B′ such
that S ′ ̂P

S. Let φ : NP (S)/S → NP (S
′)/S ′ be the restriction of γB′,B to

NP (S)/S. If a ∈ NP (S)/S, let a
′ = φ(a). Then φ induces an isomorphism

of QP -modules φ̃ : V (S) → V (S ′) such that the diagram

V (S)

φ̃

��

ã // V (S)

φ̃

��
V (S ′) ã′ // V (S ′)

is commutative. Hence
(
V (S), ã

) ∼= (
V (S ′), ã′

)
in P(QP ), thus

[
V (S), ã

]
=[

V (S ′), ã′
]
in K1(QP ), as was to be shown.

4.4. Remark : The elements of odd order of Q(ζpn)
× are the pn-th roots

of unity. So Γ(P ) is also the odd-torsion part of K1(QP ).

4.5. Corollary: Let p be an odd prime. Then the correspondence sending
a finite p-group P to its genome Γ(P ) is a p-biset functor.

Proof : Indeed by Proposition 2.12, the assignment P 7→ K1(QP ) is a p-biset
functor. So its p-torsion part is also a p-biset functor.

5. Explicit transfer maps

We begin with a slight generalization of the transfer homomorphism, associ-
ated to a left-free biset:
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5.1. Lemma and Definition: Let G and H be finite groups, and let Ω be a
left free (H,G)-biset. Let [H\Ω] be a set of representatives of H-orbits on Ω.
For g ∈ G, and x ∈ Ω, let hg,x ∈ H and σg(x) ∈ [H\Ω] be the elements
defined by xg = hg,xσg(x).

1. The map g ∈ G 7→
∏

x∈[H\Ω]

hg,x (in any order) induces a well defined

group homomorphism

VerΩ : G/[G,G] → H/[H,H]

called the (generalized) transfer associated to Ω.

2. If Ω′ ∼= Ω as (H,G)-bisets, then VerΩ′ = VerΩ.

3. If Ω = Ω1 ⊔ Ω2 as (H,G)-bisets, then VerΩ = VerΩ1 +VerΩ2.

4. If K is another finite group, and Ω′ is a finite left free (K,H)-biset,
then Ω′ ×H Ω is a finite left free K-set, and

VerΩ′ ◦ VerΩ = VerΩ′×HΩ .

The notation and terminology comes from the classical transfer from
G/[G,G] to H/[H,H], when H is a subgroup of G: the corresponding biset
Ω is the set G itself, in this case.

Proof : Changing the set of representatives [H\Ω] amounts to replacing
each x ∈ [H\Ω] by ηxx, for some ηx ∈ H. This changes the element hg,x
to h′g,x = ηxhg,xη

−1
σg(x)

, so the product over x ∈ [H\Ω] of the elements h′g,x
is equal to the product of the elements hg,x in the abelianization H/[H,H].
Hence VerΩ does not depend on the choice of a set of representatives.

It follows moreover from the definition that for g, g′ ∈ G and x ∈ [H\Ω],
we have hgg′,x = hg,xhg′,σg(x). Hence∏

x∈[H\Ω]

hgg′,x =
∏

x∈[H\Ω]

hg,x
∏

x∈[H\Ω]

hg′,σg(x) =
∏

x∈[H\Ω]

hg,x
∏

x∈[H\Ω]

hg′,x

in H/[H,H], so VerΩ is a group homomorphism. This proves Assertion 1.
For Assertion 2, let f : Ω → Ω′ be an isomorphism of (H,G)-bisets. Then

the set f
(
[H\Ω]

)
is a set of representatives of the H-orbits on Ω′. Moreover

for x ∈ [H\Ω] and g ∈ G,

f(x)g = f(xg) = f
(
hg,xσg(x)

)
= hg,xf

(
σg(x)

)
,
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so VerΩ′(g) =
∏
x∈Ω

hg,x = VerΩ(g), which proves Assertion 2.

Assertion 3 is clear, since [H\Ω] = [H\Ω1] ⊔ [H\Ω2].
For Assertion 4, it is straightforward to check that Ω′ ×H Ω is left free.

Moreover, the set of pairs (x′, x) ∈ Ω′ ×H Ω, for x′ ∈ [K\Ω′] and x ∈ [H\Ω],
is a set of representatives of K-orbits on Ω′ ×H Ω. Then for x′ ∈ [K\Ω′] and
x ∈ [H\Ω], and g ∈ G

(x′, x)g = (x′, xg) =
(
x′, hg,xσg(x)

)
=

(
x′hg,x, σg(x)

)
=

(
khg,x,x′τhg,x(x

′), σg(x)
)

= khg,x,x′
(
τhg,x(x

′), σg(x)
)
,

where kh,x′ ∈ K and τh(x
′) ∈ [K\Ω′] are defined by x′h = kh,x′τh(x

′), for
h ∈ H and x′ ∈ [K\Ω′].

It follows that

VerΩ′×HΩ(g) =
∏

x∈[H\Ω]
x′∈[K\Ω′]

khg,x,x′ = VerΩ′
( ∏
x∈[H\Ω]

hg,x
)
= VerΩ′ ◦ VerΩ(g) ,

which completes the proof.

5.2. Corollary 4.5 shows that there exists a p-biset functor structure on the
assignment P 7→ Γ(P ) for p-groups, when p is odd. This raises the following
question: suppose that P and Q are finite p-groups, that BP is a genetic
basis of P , and BQ is a genetic basis of Q. When U is a finite (Q,P )-biset,
how can we compute the map

Γ(U) : Γ(P ) =
∏
S∈BP

(
NP (S)/S

)
→ Γ(Q) =

∏
T∈BQ

(
NQ(T )/T

)
giving the action of the biset U?

This amounts to finding the map

Γ(U)T,S : NP (S) = NP (S)/S → NQ(T ) = NQ(T )/T

for each pair (T, S) of a genetic subgroup T of Q and a genetic subgroup S
of P , defined as follows: if a ∈ NP (S), then a can be viewed as an automor-
phism of theQNP (S)-module ΦNP (S), viewed as an ideal ofQNP (S) as in 4.2.

Then ã = IndinfP
NP (S)

a is an automorphism of V (S) = IndinfP
NP (S)

ΦNP (S),

hence an element â = [V (S), ã] of K1(QP ). This element is mapped by tQU

to the element
tQU(â) = [QU ⊗QP V (S),QU ⊗QP ã]
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of K1(QQ). This in turn is mapped to the element tV (T )∗ ◦ tQU(â) of the
direct summand K1(FT ) of K1(QQ) corresponding to the simple QQ-module
V (T ) as in Proposition 2.9, where FT is the field DV (T ) = EndQQV (T ).

Thus to find Γ(U)T,S(a), we have to compute the element

[V (T )∗ ⊗QQ QU ⊗QP V (S), V (T )∗ ⊗QQ QU ⊗QP ã]

of K1(FT ) ∼= F×
T , and identify it as an element of NQ(T ).

We set L(U)T,S = V (T )∗⊗QQQU⊗QPV (S) for simplicity. First we observe
that the induction-inflation functor IndinfP

NP (S)
is isomorphic to the functor

Q(P/S)⊗NP (S) (−), where Q(P/S) is endowed with its natural structure of(
QP,Q

(
NP (S)

))
-bimodule. Hence

QU ⊗QP V (S) = QU ⊗QP IndinfP
NP (S)

ΦNP (S)

∼= QU ⊗QP Q(P/S)⊗QNP (S) ΦNP (S)

∼= Q(U/S)⊗QNP (S) ΦNP (S) ,

where Q(U/S) is given its natural structure of
(
QQ,Q

(
NP (S)

))
-bimodule.

Tensoring on the left with V (T )∗, and using a similar argument, we get
that

L(U)T,S ∼= Φ∗
NQ(T )

⊗QNQ(T ) Q(T\U/S)⊗QNP (S) ΦNP (S) ,

where Q(T\U/S) is the permutation
(
QNQ(T ),QNP (S)

)
-bimodule associ-

ated to the
(
NQ(T ), NP (S)

)
-biset T\U/S. Moreover ΦNQ(T ) is self dual,

since it is the unique faithful rational irreducible representation of NQ(T ),
so we can replace Φ∗

NQ(T )
by ΦNQ(T ) in the right hand side of the previous

isomorphism.
Now the biset T\U/S splits as a disjoint union

T\U/S =
⊔

ω∈NQ(T )\U/NP (S)

T\ω/S

of transitive
(
NQ(T ), NP (S)

)
-bisets, where NQ(T )\U/NP (S) is the set of(

NQ(T ), NP (S)
)
-orbits on U . This yields a decomposition

(5.3) Q(T\U/S) ∼=
⊕

ω∈NQ(T )\U/NP (S)

Q
(
T\ω/S

)
as

(
QNQ(T ),QNP (S)

)
-bimodules.

13



5.4. Lemma: Let C and D be cyclic p-groups, and let Ω be a transitive
(D,C)-biset. Then ΦD⊗QDQΩ = 0 unless Ω is left free, and QΩ⊗QCΦC = 0
unless Ω is right free.

Proof : Suppose that the action of C is not free. This means that C is
non-trivial, and that the unique subgroup Z of order p of C acts trivially
on Ω: indeed since Ω is a transitive biset, the stabilizers in C of the points
of Ω are conjugate in C, hence equal since C is abelian. So these stabilizers
all contain Z if one of them is non trivial. Then Ω is inflated from a (C/Z)-
set Ω, and then QΩ ∼= QΩ ⊗Q(C/Z) Q(C/Z). But Q(C/Z) ⊗QC ΦC is the
module of Z-coinvariants on ΦC , hence it is zero, since ΦC is faithful. Hence
QΩ ⊗QC ΦC = 0 in this case. Similarly, if the action of D is not free, then
ΦD ⊗QD QΩ = 0.

5.5. It follows from Lemma 5.4 that to compute

Φ∗
NQ(T )

⊗QNQ(T ) Q(T\U/S)⊗QNP (S) ΦNP (S)

using decomposition 5.3, we can restrict to orbits ω = NQ(T )uNP (S), where
u ∈ U , for which the

(
NQ(T ), NP (S)

)
-biset T\ω/S is left and right free.

The left stabilizer of the element TuS of this biset is equal to

{xT ∈ NQ(T ) | ∃s ∈ S, xu = us} ,

hence T\ω/S is left free if and only if

(5.6) uS ∩NQ(T ) ≤ T ,

where uS = {x ∈ Q | ∃s ∈ S, xu = us} ([2] Notation 2.3.16).
Similarly T\ω/S is right free if and only if

T u ∩NP (S) ≤ S ,

where T u = {x ∈ P | ∃t ∈ T, tu = ux}.
Finally, the bimodule L(U)T,S is isomorphic to⊕

u∈[NQ(T ))\U/NP (S)]
uS∩NQ(T )≤T
Tu∩NP (S)≤S

ΦNQ(T ) ⊗QNQ(T ) Q
(
T\NQ(T )uNP (S)/S

)
⊗QNP (S) ΦNP (S),

where [NQ(T ))\U/NP (S)] is a set of representatives of
(
NQ(T ), NP (S)

)
-

orbits on U .
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5.7. Lemma: Let p be an odd prime, and let C and D be cyclic p-groups.
Let moreover Ω be a left and right free finite (D,C)-biset. Let a ∈ C, viewed
as an automorphism of the QC-module ΦC. Then the image of [ΦC , a] in
K1(QD) by the transfer associated to the bimodule L = ΦD ⊗QD QΩ is equal
to the image of VerΩ(a) ∈ D = D/[D,D] by the map αQD of Remark 2.2.

Proof : By Lemma 5.1 and Proposition 2.6, we can assume that Ω is a
transitive biset, of the form (D×C)/B for some subgroup B of D×C. Then
Ω is left and right free if and only if there exists a subgroup E of C and an
injective group homomorphism φ : E → D such that B = {

(
φ(e), e

)
|∈ E}.

There are two cases:

• either E = 1: in this case Ω = D × C, so QΩ ∼= QD ⊗Q QC, and
ΦD⊗QDQΩ⊗QCΦC

∼= ΦD⊗QΦC . As a vector space over the cyclotomic
field F of endomorphisms of ΦD, it is isomorphic to F⊗QΦC . The action
of a ∈ C on this vector space is given by the matrix of a acting on ΦC .

Suppose that a is a generator of C, of order pn. Then this action is
the action by multiplication of a primitive pn-th root of unity ζ on the
field Q(ζ). As an element of K1(F ), it is equal to the determinant of
the matrix representing this multiplication, i.e. to the norm NQ(ζ)/Q(ζ),
which is equal to 1, as the pn-th cyclotomic polynomial has even degree
pn−1(p − 1) and value 1 at 0. It follows that [ΦC , a] is mapped to the
identity element ofK1(QD) in this case. Since this holds for a generator
a of C, the same is true for any element a of C.

In this case also, a set of representatives of [D\Ω] is the set 1 × C,
which is invariant by right multiplication by C. It follows that the
elements da,x ∈ D defined for a ∈ C and x ∈ [D\Ω] by xa = da,xx

′, for
x′ ∈ [D\Ω], are all equal to 1. So the transfer VerΩ is also the trivial
homomorphism in this case.

• or E ̸= 1: let Z denote the unique subgroup of order p of C. Tensoring
over QC the exact sequence of (QC,QC)-bimodules

0 → ΦC → QC → Q(C/Z) → 0

with ΦD ⊗QD QΩ gives the exact sequence

0 → ΦD ⊗QD QΩ⊗QC ΦC → ΦD ⊗QD QΩ → ΦD ⊗QD Q(Ω/Z) → 0 .

But Ω/Z is not free as a left D-set, since the unique subgroup φ(Z) of
order p of D stabilizes BZ ∈ Ω/Z, as for z ∈ Z and e ∈ E

φ(z)
(
φ(e), e

)
=

(
φ(ze), e

)
=

(
φ(ze), ze

)
z .
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By Lemma 5.4, it follows that ΦD ⊗QD Q(Ω/Z) = 0, hence

ΦD ⊗QD QΩ⊗QC ΦC
∼= ΦD ⊗QD QΩ .

As a vector space over the cyclotomic field F of endomorphisms of ΦD,
this is isomorphic to F ⊗QQ[D\Ω]. The action of a ∈ C on this vector
space is given for x ∈ [D\Ω] and λ ∈ F by

(λ⊗ x)a = λ⊗ xa = λ⊗ da,xσa(x) = λda,x ⊗ σa(x) ,

where da,x ∈ D and σa(x) ∈ [D\Ω] are defined by xa = da,xσa(x).
In other words, the matrix of the action of a is the product of the
permutation matrix of σa with a diagonal matrix of coefficients da,x,
for x ∈ [D\Ω]. In K1(F ), this matrix is equal to its determinant, that
is the signature of σa, which is equal to 1 as σa is a product of cycles
of odd length (equal to some power of p), multiplied by the product of
the elements da,x, that is the image in K1(QD) of VerΩ(a), as was to
be shown.

5.8. Remark : Recall that if Q is a central subgroup of finite index n in
a group G, then the transfer G/[G,G] → Q is induced by the map g 7→ gn

from G to Q (see [10] Theorem 7.47). It follows easily that in the situation
of Lemma 5.7, if Ω = (D × C)/B, where B = {

(
φ(e), e

)
| e ∈ E} for a

subgroup E of C and an injective homomorphism φ : E → D, the transfer
VerΩ : C → D is given by a 7→ φ(a|C:E|). Moreover |C : E| = |D\Ω|.

5.9. Theorem: Let p be an odd prime. Let P and Q be finite p-groups,
and let U be a finite (Q,P )-biset.

1. Let S be a genetic subgroup of P and T be a genetic subgroup of Q.
Let D(U)T,S be the set of orbits NQ(T )uNP (S) of those u ∈ U for
which T u ∩ NP (S) ≤ S and uS ∩ NQ(T ) ≤ T (see 5.6 for nota-
tion). Then for ω ∈ D(U)T,S, the set T\ω/S is a left and right free(
NQ(T )/T,NP (S)/S

)
-biset, and the map

Γ(U)T,S : NP (S)/S → NQ(T )/T

sending a ∈ NP (S)/S to ∏
ω∈D(U)T,S

VerT\ω/S(a)

is a well defined group homomorphism.
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2. Let BP and BQ be genetic bases of P and Q, respectively. Then the
map Γ(U) : Γ(P ) → Γ(Q) giving the biset functor structure of Γ is the
map

Γ(P ) =
∏
S∈BP

(
NP (S)/S

)
→

∏
T∈BQ

(
NQ(T )/T

)
= Γ(Q)

with component (T, S) equal to Γ(U)T,S.

Proof : This results from Paragraph 5.2, Lemma 5.4, Paragraph 5.5, and
Lemma 5.7.

6. Examples

6.1. Proposition: Let P be a finite p-group, for p odd, and let B be a
genetic basis of P . Let N ⊴P , and P = P/N . Let BN be the subset of B
defined by

BN = {S ∈ B | S ≥ N} .

Then:

1. The set B = {S = S/N | S ∈ BN} is a genetic basis of P .

2. Up to the identification of NP (S) with NP (S)/S, for S ∈ BN , the
inflation morphism

InfPP/N : Γ(P/N) =
∏
S∈B

(
NP (S

)
/S) → Γ(P ) =

∏
S∈B

(
NP (S)/S

)
is the embedding in the product of the factors of Γ(P ) corresponding to
genetic subgroups S containing N .

3. Similarly, the deflation morphism

DefPP/N : Γ(P ) =
∏
S∈B

(
NP (S)/S

)
→ Γ(P/N) =

∏
S∈B

(
NP (S

)
/S)

is the projection onto the product of the factors of Γ(P ) corresponding
to genetic subgroups S containing N .

Proof : Assertion 1 is clear from the definitions: if N ≤ S ≤ P , then S is
genetic in P if and only if S/N is genetic in P/N . Moreover the relation
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̂P/N
gives the relation ̂P

by inflation.

Now the inflation morphism InfPP/N is defined by the (P, P )-biset U =

P/N , with natural actions of P and P . Let u = xN be an element of U , for
some x ∈ P . Let T ∈ B and S ∈ B.

T u ∩NP (S) = {y = yN ∈ NP (S) | ∃t ∈ T, tu = uy}
= {y = yN ∈ NP (S) | ∃t ∈ T, txN = xyN}
= {y = yN ∈ NP (S) | yN ∈ T xN}
=

(
T xN ∩NP (S)

)
/N =

(
T x ∩NP (S)

)
N/N ,

where the last two equalities hold because S ≥ N . Hence T u ∩NP (S) ≤ S if
and only if T x ∩NP (S) ≤ S.

On the other hand

uS ∩NP (T ) = {y ∈ NP (T ) | ∃s = sN ∈ S, yu = us}
= {y ∈ NP (T ) | ∃s ∈ S, yxN = xNs}
= {y ∈ NP (T ) | y ∈ xS}
= xS ∩NP (T ) .

Hence uS ∩NP (T ) ⊆ T if and only if xS ∩NP (T ) ≤ T .
If moreover T u∩NP (S) ≤ S, i.e. T x∩NP (S) ≤ S, it follows that T ̂P

S,
hence T = S since T and S belong to the same genetic basis B. Moreover
x ∈ NP (S), and the induced group homomorphism NP (S)/S → NP (T )/T is
the canonical isomorphism NP (S)/S → NP (S)/S. This completes the proof
of Assertion 2.

For Assertion 3, we consider the deflation map DefPP/N : Γ(P ) → Γ(P/N).

It corresponds to the biset V = P/N , with left action of P and right action
of P . For v = yN ∈ V , for T ∈ B and S ∈ B, and with the same notation
as above, the computation is similar: we have T v ∩ NP (S) ≤ S if and only
if T y ∩ NP (S) ≤ S, and vS ∩ NP (T ) ≤ T if and only if yS ∩ NP (T ) ≤ T .
These two conditions are fulfilled if and only if S = T and y ∈ NP (S). This
completes the proof.

Recall that the faithful part ∂F (P ) of the evaluation of a biset functor F
at a group P is the set of faithful elements of F (P ), introduced in [2] Defini-
tion 6.3.1: it is the set of elements u ∈ F (P ) such that DefPP/Nu = 0 for any

non trivial normal subgroup N of P . Equivalently DefPP/Zu = 0 for any non
trivial central subgroup Z of P . The following is now clear:
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6.2. Corollary: Let p be an odd prime and P be a finite p-group. Let B be
a genetic basis of P . Then the faithful part ∂Γ(P ) of Γ(P ) is equal to

∂Γ(P ) =
∏
S∈B

S∩Z(P )=1

(
NP (S)/S

)
.

7. Genome and Roquette category

7.1. Let F be a p-biset functor. It is shown in [2] Theorem 10.1.1 that if P
is a finite p-group and B is a genetic basis of P , then the map

IB =
⊕
S∈B

IndinfPNP (S)/S :
⊕
S∈B

∂F
(
NP (S)/S

)
→ F (P )

is always split injective. When IB is an isomorphism for one particular genetic
basis B of P , then IB′ is an isomorphism for any other genetic basis B′ of P .

The functors for which IB is an isomorphism for any finite p-group P and
any genetic basis B of P are called rational p-biset functors. It has been shown
further ([3]) that these rational p-biset functors are exactly those p-biset
functors which factorize through the Roquette category Rp of p-groups: more
precisely ([3], Definition 3.3), the category Rp is defined as the idempotent
additive completion of a specific quotient R♯

p of the category Cp, so there
is a canonical additive functor πp : Cp → Rp, equal to the composition of
the projection functor Cp → R♯

p and the inclusion functor R♯
p → Rp. The

rational p-biset functors are the additive functors F : Cp → Ab for which
there exists an additive functor F : Rp → Ab such that F = F ◦ πp. In this
case, the functor F is unique.

7.2. Proposition: Let p be an odd prime. Then the genome p-biset functor
Γ is rational.

Proof : Let P be a p-group, and B be a genetic basis of P . If S ∈ B, then
Q = NP (S)/S is cyclic, so the trivial subgroup S/S of Q is the only one
intersecting trivially the center of Q, and it is a genetic subgroup of Q. By
Corollary 6.2, we have that

∂Γ
(
NP (S)/S

)
= NP (S)/S .
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Now the induction-inflation map IndinfPNP (S)/S is given by the
(
P,NP (S)/S

)
-

biset U = P/S. Let T ∈ B, and let u = xS ∈ U such that

T u ∩NQ(S/S) ≤ S/S and u(S/S) ∩NP (T ) ≤ T .

The first inclusion means that

{yS ∈ NP (S)/S | ∃t ∈ T, txS = xSy} = S/S .

In other words T x ∩NP (S) ≤ S. The second inclusion means similarly that

{y ∈ NP (T ) | ∃s ∈ S/S, txS = xSs} ≤ T ,

that is NP (T ) ∩ xS ≤ T . Hence T ̂P
S, thus T = S since T and S both

belong to a genetic basis of P . Moreover x ∈ NP (S), and the morphism we
get from NP (S)/S to NP (T )/T is the identity map.

In other words, the map

IndinfPNP (S)/S : ∂Γ
(
NP (S)/S

)
= NP (S)/S → Γ(P )

is the canonical embedding of NP (S)/S in Γ(P ). It clearly follows that the
map IB is an isomorphism, hence Γ is rational.

7.3. Corollary: Let p be an odd prime. Then there exists a unique additive
functor Γ from the Roquette category Rp to Ab such that Γ = Γ◦πp. Moreover
Γ(∂P ) = ∂Γ(P ) for any finite p-group P , where ∂P is the edge of P in Rp.
In particular Γ(∂C) = C for any cyclic p-group C.

Proof : This follows from the definition and properties of the category Rp

(for the definition of the edge ∂P of a p-group P in the Roquette category,
see [3] Definition 3.7).
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