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1 Introduction

1.1. The theory of Mackey functors for a finite group G over a commutative
ring R is by many aspects very similar to the theory of RG-modules. It has
been shown by J. Thévenaz and P. Webb ([13]), among many fundamental
other results, that the category of Mackey functors for G over R is equivalent
to the category of modules over the Mackey algebra µR(G). This algebra
shares many properties with the group algebra RG : it is free as an R-module,
and its R-rank does not depend on R ; if K is a field of characteristic 0 or
coprime to the order of G, the algebra µK(G) is semisimple ; when (K,O, k)
is a p-modular system, there is a decomposition theory from Mackey functors
for G over K to Mackey functors for G over k ; the Cartan matrix of µk(G)
is symmetric and non singular. This list of common properties between the
Mackey algebra and the group algebra is far from exhaustive. . .

1.2. However some well known results for group algebras are no longer
true for Mackey algebras. It was observed on small examples in particular
by M. Nicollerat in her thesis ([12] Chapitre 5) that the determinant of the
Cartan matrix of µk(G), when k is a field of characteristic p, is generally not
a power of p, even when G itself is a p-group. Instead, some rather strange
prime factors appear in this determinant. One of the motivations of this
paper is to give an explanation for these strange factors, by stating an explicit
formula for the determinant of the Cartan matrix of µk(G) (Theorem 2.28).

1.3. The other motivation is the similar problem for the cohomological
Mackey algebra coµk(G), which was defined by Thévenaz and Webb as a
specific quotient of µk(G), with the property that the modules over coµk(G)
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are exactly the cohomological Mackey functors : the first major difference is
that in general, the Cartan matrix of this algebra is singular. This raises the
question of characterizing those finite groups G for which the Cartan matrix
of coµk(G) is non singular, and the answer is the second main result of this
paper (Theorem 3.4) : these groups are exactly the p-nilpotent groups with
cyclic Sylow p-subgroups. The other possibly interesting result is that for
an arbitrary finite group G, the rank of the Cartan matrix of coµk(G) is
equal to the number of conjugacy classes of pairs (R, s), where R is a cyclic
p-subgroup of G, and s is a p′-element of the centralizer of R in G.

The third result of this paper is a natural generalization of Theorem 3.4
to blocks, suggested by the one to one correspondence b 7→ coµk(b) between
blocks of kG and blocks of coµk(G) : Theorem 4.2 gives a formula for the
rank of the Cartan matrix of coµk(b), in terms of b-Brauer pairs, and shows
that this matrix is non singular if and only if the block b is nilpotent with
cyclic defect groups.

1.4. The paper is organized according to these results : Section 2 is devoted
to the case of µk(G), starting by recalling some standard notation, defini-
tions and properties, and Section 3 deals with coµk(G). Finally, Section 4 is
devoted to the case of blocks of cohomological Mackey functors.

Acknowledgment : I wish to thank Jacques Thévenaz for very fruitful
discussions and friendly collaboration on all these questions also, at the EPFL
in June 2009.

2 The Mackey algebra

2.1. Throughout the paper when G is a finite group and p is a prime
number, the set of p′-elements of G is denoted by Gp′ , and the symbol [Gp′ ]
denotes a set of representatives of G-conjugacy classes in Gp′ . The set of
p-subgroups of G is denoted by Sp(G), and [Sp(G)] denotes similarly a set of
representatives of G-conjugacy classes in Sp(G).

2.2. From now on G will be a fixed finite group, and p a fixed prime number.
Let (K,O, k) be a p-modular system : thus O is a discrete valuation ring with
residue field k of characteristic p, and field of fractions K of characteristic 0.
Assume that K and k are splitting fields for all the groups NG(Q)/Q, for
Q ∈ Sp(G) (e.g. assume that K contains the e-th roots of unity, where e is
the exponent of G).

2.3. When R is a commutative ring with identity element, the Mackey
algebra µR(G) of G over R has been defined by Thévenaz and Webb ([13]
Section 3). It is an associative algebra with the property that the category
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µR(G)-Mod of left µR(G)-modules is equivalent to the category MackR(G) of
Mackey functors for G over R.

2.4. Thévenaz and Webb have also shown ([13] Theorem 10.1) that there is
an equivalence of abelian categories

Mackk(G) ∼=
∏
H

Mackk

(
NG(H)/H,1

)
,

where H runs through a set of representatives of conjugacy classes of p-
perfect subgroups of G, and Mackk

(
NG(H)/H,1

)
denotes the subcategory of

Mackk

(
NG(H)/H

)
consisting of Mackey functors which are projective relative

to p-subgroups. The category Mackk(G,1) is equivalent to µk(G,1)-Mod,
where µk(G,1) is a direct summand of µk(G) of the form µk(G)f , for a
specific central idempotent f of µk(G).

2.5. ([13] Theorem 12.7 and Corollary 12.8) The correspondence M 7→
M(1), that is evaluation at the trivial subgroup of G, induces a one to one
correspondence between the set of isomorphism classes of indecomposable
projective µk(G,1)-modules and the set of isomorphism classes of indecom-
posable p-permutation kG-modules (also called trivial source kG-modules).

2.6. Let ppk(G) denote the Green ring of p-permutation kG-modules : as a
group, it is the Grothendieck group of the category of finitely generated p-
permutation kG-modules, for relations given by direct sum decompositions.
The product on ppk(G) is induced by the tensor product of kG-modules
over k.

If W is a finitely generated p-permutation kG-module, its dual W ∗ =
Homk(W,k) is also a p-permutation kG-module, and this duality extends to
a ring automorphism W 7→ W ∗ of ppk(G).

When Q is a p-subgroup of G, the Brauer quotient W [Q] is a p-permutation
kNG(Q)-module, where NG(Q) = NG(Q)/Q (see [7]). This construction
commutes with duality and tensor product of p-permutation modules : if V
and W are (finitely generated) p-permutation kG-modules, there are isomor-
phisms of kNG(Q)/Q-modules

(2.7) W [Q]∗ ∼= W ∗[Q], V [Q]⊗W [Q] ∼= (V ⊗W )[Q] .

In particular, the Brauer quotient induces a ring homomorphism from ppk(G)
to ppk

(
NG(Q)

)
, still denoted by W 7→ W [Q] (see e.g. [5] Proposition 2.11).

There is a Z-valued bilinear form 〈 , 〉 on ppk(G) defined for p-permutation
kG-modules V and W by

〈V,W 〉G = dimk HomkG(V,W ) .
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It is worth noticing that

(2.8) 〈V,W 〉G = dimk HomkG(k, V ∗ ⊗k W ) .

The bilinear form 〈 , 〉G extends to a K-valued bilinear form on K⊗Zppk(G),
still denoted by 〈 , 〉G.

2.9. Let 〈〈 , 〉〉G denote the bilinear form on ppk(G) defined for p-permutation
kG-modules V and W by

〈〈V, W 〉〉G =
∑

Q∈[Sp(G)]

〈V [Q],W [Q]〉NG(Q)

=
∑

Q∈[Sp(G)]

dimk HomkNG(Q)(V [Q],W [Q]) .

It follows from 2.7 that

(2.10) 〈〈V, W 〉〉G = 〈〈k, V ∗ ⊗k W 〉〉G .

It was shown in [3] Proposition 5.11 that if L and M are projective Mackey
functors in Mackk(G,1), then

dimk HomMackk(G,1)(L,M) = 〈〈L(1),M(1)〉〉G .

When L and M are indecomposable, this is equal to the coefficient cL,M of
the Cartan matrix of the algebra µk(G,1).

2.11. Let QG,p denote the set of pairs (R, s) consisting of a p-subgroup R
of G and a p′-element s of NG(R). The group G acts by conjugation on
QG,p. Let [QG,p] denote a set of representatives of G-orbits on QG,p, and let
NG(R, s) denote the stabilizer of (R, s) ∈ QG,p in G : it is the set of elements
g ∈ NG(R) such that the image g of g in NG(R) centralizes s. In other words,
there is an exact sequence of groups

(2.12) 1 → R → NG(R, s) → CNG(R)(s) → 1 .

It was shown in [5] that the primitive idempotents of the (commutative) ring
K ⊗Z ppk(G) are indexed by the orbits of G on QG,p : the idempotent FG

R,s

associated to the orbit of the pair (R, s) is equal to
(2.13)

FG
R,s =

1

|R||s||CNG(R)(s)|
∑
ϕ,L

ϕ̃(s−1)|L|µ(L,<sR>) IndG
LRes<sR>

L kϕ ,

where
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• the group <sR> is the inverse image in NG(R) of the subgroup <s>
of NG(R) under the map x 7→ xR.

• the morphism ϕ runs through group homomorphisms <s> → k×, and
ϕ̃ lifts ϕ to K. The module kϕ is the vector space k on which <sR>

acts by <sR> → <s>
ϕ→ k× (thus ϕ̃ is the Brauer character of the

module kϕ).

• the group L runs through the set of subgroups of <sR> such that
LR = <sR>.

The idempotents FG
R,s, for (R, s) ∈ [QG,p], form a K-basis of K ⊗Z ppk(G).

Any element W of K ⊗Z ppk(G) can be expressed in this basis as

(2.14) W =
∑

(R,s)∈[QG,p]

FG
R,s ⊗k W =

∑

(R,s)∈[QG,p]

tGR,s(W ) FG
R,s ,

where tGR,s is the extension to K ⊗Z ppk(G) of the species (i.e. the ring
homomorphism, see [1] Lemma 2.2.1, page 26) ppk(G) → K associated to
the pair (R, s).

2.15. Recall that the value of tGR,s on a p-permutation kG-module W is
equal to the value at s of the Brauer character of the Brauer quotient W [R]
(see [5] Notation 2.15 and Proposition 2.18). This will be also be called the
Brauer trace of s on W [R], and denoted by BrTr(s | W [R]).

2.16. The ring automorphism W 7→ W ∗ extends by K-linearity to an auto-
morphism of the ring K ⊗Z ppk(G). This automorphism preserves the set of
primitive idempotents. The bilinear form 〈〈 , 〉〉G also extends to a K-valued
bilinear form on K ⊗Z ppk(G). Since the dual of kϕ is isomorphic to kϕ−1 ,

and since (̃ϕ−1)(s−1) = ϕ̃(s), it follows from 2.13 that (FG
R,s)

∗ = FG
R,s−1 . Now

Equation 2.10 shows that

〈〈FG
R′,s′ , F

G
R,s〉〉G =

{ 〈〈k, FG
R,s〉〉G if (R′, s′) =G (R, s−1)
0 otherwise

(where =G denotes G-conjugacy). Thus, if V and W are any elements of
K⊗Z ppk(G), it follows from 2.14 that

〈〈V, W 〉〉G =
∑

(R,s)∈[QG,p]

tGR,s−1(V )tGR,s(W )〈〈k, FG
R,s〉〉G .

2.17. The indecomposable p-permutation kG-modules are indexed by con-
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jugacy classes of pairs (P, E), where P is a p-subgroup of G, and E is an
indecomposable projective kNG(P )-module ([7] Theorem 3.2). Let [PG,p]
denote a set of representatives of such conjugacy classes in G.

The indecomposable module MP,E indexed by the pair (P,E) has ver-
tex P , and the projective module E is isomorphic to the Brauer quotient
MP,E[P ]. In particular, if Q is a subgroup of G, then MP,E[Q] is non zero
only if Q ≤G P (and in fact, if and only if Q ≤G P ).

2.18. The modules MP,E, for (P,E) ∈ [PG,p], form a basis of ppk(G), hence
also a basis of K ⊗Z ppk(G). The Cartan matrix C

(
µk(G, 1)

)
of the algebra

µk(G,1) can be viewed as the square matrix indexed by [PG,p], where the
coefficient indexed by the elements (P, E) and (Q,F ) of [PG,p] is equal to

c(P,E),(Q,F ) = 〈〈MP,E,MQ,F 〉〉G
=

∑

(R,s)∈[QG,p]

tGR,s−1(MP,E)tGR,s(MQ,F )〈〈k, FG
R,s〉〉G .

2.19. Let T and T′ denote the matrices indexed by the product [PG,p]×[QG,p],
defined by

T(P,E),(R,s) = tGR,s(MP,E) ,

T′(P,E),(R,s) = tGR,s−1(MP,E) ,

respectively. Note that T and T′ are square matrices. Let moreover S be the
(square) diagonal matrix indexed by [QG,p], where the diagonal term indexed
by (R, s) is equal to 〈〈FG

R,s, k〉〉G. It follows that

C
(
µk(G,1)

)
= T′ · S · tT .

Thus

(2.20) det C
(
µk(G,1)

)
= det T′ det S det tT ,

and moreover, since S is diagonal

(2.21) det S =
∏

(R,s)∈[QG,p]

〈〈k, FG
R,s〉〉G =

∏

R∈[Sp(G)]

∏

s∈[NG(R)p′ ]

〈〈k, FG
R,s〉〉G

2.22. Now since MP,E[R] = {0} unless R ≤G P , the matrices T and T′
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are actually block triangular, with diagonal blocks ∆(P ) indexed by the
conjugacy classes of p-subgroups P of G. Thus

det T =
∏

P∈[Sp(G)]

det ∆(P ) .

The block matrix ∆(P ) is a (square) matrix with rows indexed by the isomor-
phism classes of indecomposable projective kNG(P )-modules E, and columns
indexed by the conjugacy classes of p′-elements s of NG(P ). The coefficient
∆(P )E,s is equal to

∆(P )E,s = tGP,s(MP,E)

= Brauer trace(s | MP,E[P ])

= ΦE(s) ,

since MP,E[P ] ∼= E, where ΦE is the Brauer character of the projective
kNG(P )-module E.

Similarly,

det T′ =
∏

P∈[Sp(G)]

det ∆′(P ) ,

where the coefficients of the diagonal block ∆′(P ) of T′ are given by

∆′(P )E,s = ΦE(s−1) .

2.23. Let Σ(P ) denote the (square) diagonal matrix indexed by the conju-
gacy classes of p′-elements of NG(P ), with diagonal coefficient Σ(P )s,s equal
to the inverse of the order of the centralizer CNG(P )(s) of s in NG(P ), and
let U(P ) = ∆(P ) · Σ(P ) · t∆′(P ). The coefficient of U(P ) indexed by the
indecomposable projective kNG(P )-modules E and F is equal to

U(P )E,F =
∑

s∈[NG(P )p′ ]

ΦE(s)
1

|CNG(P )(s)|
ΦF (s−1)

=
1

|NG(P )|
∑

s∈NG(P )p′

ΦE(s)ΦF (s−1)

= 〈E, F 〉NG(P ) .

In other words, the matrix U(P ) is equal to the Cartan matrix of the group
algebra kNG(P ). It is then well known (see [6] III.16 or [10]) that

det U(P ) =
∏

s∈[NG(P )p′ ]

|CNG(P )(s)|p ,
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and it follows that

det ∆(P ) det t∆′(P ) =

∏

s∈[NG(P )p′ ]

|CNG(P )(s)|p

det Σ(P )

=
∏

s∈[NG(P )p′ ]

|CNG(P )(s)|p
∏

s∈[NG(P )p′ ]

|CNG(P )(s)| .

Together with 2.20 and 2.21, this gives
(2.24)

det C
(
µk(G,1)

)
=

∏

R∈[Sp(G)]

∏

s∈[NG(R)p′ ]

(|CNG(R)(s)|p|CNG(R)(s)|〈〈k, FG
R,s〉〉G

)
.

2.25. Lemma : Let Q ∈ Sp(G) and (R, s) ∈ QG,p. Then

FG
R,s[Q] =

∑

x∈NG(Q)\G/NG(R,s)
Q E x<Rs>

F
NG(Q)
xR/Q,xs ,

(where xs denotes the image in NG(Q, xR)/xR of the x-conjugate of s).

Proof : The Brauer map W 7→ W [Q] is a ring homomorphism from ppk(G)
to ppk

(
NG(Q)

)
. Thus FG

R,s[Q] is an idempotent of ppk

(
NG(Q)

)
, hence a sum

of distinct primitive idempotents F
NG(Q)
X,u associated to some pairs (X, u) ∈

QNG(Q),p. In other words X is a p-subgroup of NG(Q), of the form Y/Q,
for some p-subgroup Y of G such that Q EY , and u is a p′-element of
NNG(Q)(X) ∼= NG(Q, Y )/Y .

The idempotent F
NG(Q)
X,u appears in FG

R,s[Q] if and only if the species t
NG(Q)
X,u

takes the value 1 when evaluated at FG
R,s[Q]. But t

NG(Q)
X,u (FG

R,s[Q]) is equal to

the Brauer trace (see 2.15) of u on FG
R,s[Q][Y/Q] = Res

NG(Y )/Y
NG(Q,Y )/Y FG

R,s[Y ]. In
other words

t
NG(Q)
X,u (FG

R,s[Q]) = tGY,u(F
G
R,s) ,

and this is equal to 1 if and only if the pair (Y, u) is G-conjugate to the pair
(R, s). The lemma follows.
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2.26. Lemma : Let (R, s) ∈ QG,p. Then

〈k, FG
R,s〉G =

{
φ(|R|)

|NG(R, s)| if <sR> is cyclic

0 otherwise
,

where φ is the Euler totient function.

Proof : Recall from 2.13 that

FG
R,s =

1

|R||s||CNG(R)(s)|
∑
ϕ,L

ϕ̃(s−1)|L|µ(L,<sR>) IndG
LRes<sR>

L kϕ ,

where ϕ runs through homomorphisms <s> → k× (i.e. equivalently ho-
momorphisms <sR> → k×), and L through subgroups of <sR> such that
LR = <sR>. Now

〈k, IndG
LRes<sR>

L kϕ〉G = 〈k, kϕ〉L
is equal to zero unless the restriction of ϕ to L is trivial, i.e. if L ≤ Ker ϕ.
Since R ≤ Ker ϕ, this implies that <sR> ≤ Ker ϕ, i.e. that ϕ is trivial.
Thus

〈k, FG
R,s〉G =

1

|R||s||CNG(R)(s)|
∑

LR=<sR>

|L|µ(L,<sR>) .

Now a subgroup L of H = <sR> is such that LR = H if and only if it
contains some conjugate of s in H, i.e. if it is of the form Q<xs>, for some
x ∈ R and some subgroup Q of R normalized by xs. In this case, there
are |Q : CQ(xs)| conjugates of s contained in L. Moreover, since LR = H
and L ∩ R = Op(H) = Q, the map X 7→ X ∩ R, from the poset ]L, H[ of
proper subgroups of H strictly containing L, to the poset ]Q,R[L=]Q,R[

xs of
L-invariant proper subgroups of R strictly containing Q, is an isomorphism :
the inverse isomorphism is the map Y 7→ Y · L. Thus µ(L,<sR>) is equal
to the value µ

(
(Q,R)

xs
)

of the Möbius function of the poset of subgroups
normalized by xs, and

〈k, FG
R,s〉G =

1

|R||s||CNG(R)(s)|
∑

x∈R/CR(s)

∑
Q≤R

Q
xs=Q

|Q||s|µ(
(Q,R)

xs
)
/|Q : CQ(xs)|

=
1

|R||CNG(R)(s)|
∑

x∈R/CR(s)

∑
Q≤R

Q
xs=Q

|CQ(xs)|µ(
(Q,R)

xs
)

.
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Now Q is normalized by xs if and only if Qx is normalized by s. Moreover
µ
(
(Q,R)

xs
)

= µ
(
(Qx, R)s

)
, and |CQ(xs)| = |CQx(s)|. Thus

〈k, FG
R,s〉G =

1

|R||CNG(R)(s)|
∑

x∈R/CR(s)

∑
Q≤R
Qs=Q

|CQ(s)|µ(
(Q,R)s

)

=
1

|CR(s)||CNG(R)(s)|
∑
Q≤R
Qs=Q

|CQ(s)|µ(
(Q,R)s

)
.

Now

∑
Q≤R
Qs=Q

|CQ(s)|µ(
(Q,R)s

)
=

∑

y∈CR(s)

∑
y∈Q≤R
Qs=Q

µ
(
(Q,R)s

)

=
∑

y∈CR(s)

δ<y>,R

= |{y ∈ CR(s) | <y> = R}| .

This is non zero if and only if R is cyclic and centralized by s, i.e. if the
group <sR> is cyclic. In this case CR(s) = R, and

〈k, FG
R,s〉G =

1

|R||CNG(R)(s)|
φ(|R|) =

φ(|R|)
|NG(R, s)| ,

since |R||CNG(R)(s)| = |NG(R, s)|, in view of Exact Sequence 2.12. This
completes the proof of the lemma.

2.27. Lemma : Let (R, s) ∈ QG,p. Then

〈〈k, FG
R,s〉〉G =

1

|CNG(R)(s)|
∑

x∈R/[<sR>,R]

1

|x| .

Proof : By Definition 2.9

〈〈k, FG
R,s〉〉G =

∑

Q∈[Sp(G)]

〈k, FG
R,s[Q]〉NG(Q) .
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Hence, by Lemma 2.25

〈〈k, FG
R,s〉〉G =

∑

Q∈Sp(G)

|NG(Q)|
|G|

∑

x∈NG(Q)\G/NG(R,s)

Q E x<sR>

〈k, F
NG(Q)
xR/Q,xs〉NG(Q)

=
∑

Q∈Sp(G)
x∈G

Qx E <sR>

|NG(Q)|
|G|

|NG(Qx) ∩NG(R, s)|
|NG(Q)||NG(R, s)| 〈k, F

NG(Qx)
R/Qx,s 〉NG(Qx)

=
∑
Q≤R

Q E <sR>

|NG(Q) ∩NG(R, s)|
|NG(R, s)| 〈k, F

NG(Q)
R/Q,s 〉NG(Q)

Now 〈k, F
NG(Q)
R/Q,s 〉NG(Q) = 0 by Lemma 2.26, unless R/Q is cyclic and cen-

tralized by s, i.e. if R/Q is cyclic and Q contains the commutator subgroup

[<sR>, R], in which case it is equal to
φ(|R/Q|)
|M | , where M = NNG(Q)(R/Q, s).

Now the two exact sequences

1 → R → NG(Q) ∩NG(R, s) → CNG(Q,R)/R(s) → 1

1 → R/Q → NNG(Q)(R/Q, s) → CNG(Q,R)/R(s) → 1

show that |NG(Q) ∩NG(R, s)|
|NNG(Q)(R/Q, s)| = |Q| .

It follows that

〈〈k, FG
R,s〉〉G =

∑

[<sR>,R]≤Q≤R
R/Q cyclic

|Q|φ(|R/Q|)
|NG(R, s)|

=
1

|CNG(R)(s)|
∑

[<sR>,R]≤Q≤R
R/Q cyclic

φ(|R/Q|)
|R/Q| .

Now the summation is equal to the summation over all cyclic quotients X =

R/Q of the abelian group A = R/[<sR>, R] of
φ(|X|)
|X| , i.e. by a classical

duality argument, to the summation of this quantity over the cyclic subgroups

of A, i.e. finally to
∑
x∈A

1

|x| . Thus

〈〈k, FG
R,s〉〉G =

1

|CNG(R)(s)|
∑

x∈R/[<sR>,R]

1

|x| ,

as was to be shown.
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2.28. Theorem : Let G be a finite group, let p be a prime number, and k be
a field of characteristic p, big enough to be a splitting field for all the groups
NG(Q)/Q, for Q ∈ Sp(G). Then the determinant of the Cartan matrix of
the algebra µk(G,1) is equal to

det C
(
µk(G,1)

)
=

∏

R∈[Sp(G)]

∏

s∈[NG(R)p′ ]

(|CNG(R)(s)|p
∑

x∈R/[<sR>,R]

1

|x|
)

.

Proof : The Cartan matrix of µk(G,1) is independent of the field k, as long
as it is big enough. So one can assume e.g. that k is algebraically closed,
and choose a corresponding p-modular system (K,O, k), where K is also big
enough. Then the formula for det C

(
µk(G,1)

)
follows from Equation 2.24

and Lemma 2.27.

2.29. Examples : Recall that k is a (big enough) field of characteristic p.

• Let G be a cyclic group of order pn. Then

det C
(
µk(G,1)

)
= p(n

2)
n∏

i=1

(
p + i(p− 1)

)
.

• Let G be an elementary abelian group of order p2. Then

det C
(
µk(G,1)

)
= p(2p− 1)p+1(p2 + p− 1) .

3 The cohomological Mackey algebra

3.1. The cohomological Mackey algebra coµR(G) of a finite group G over
a commutative ring R has also been introduced by Thévenaz and Webb
(see [13] Section 16). It is an associative algebra with the property that the
category of left coµR(G)-modules is equivalent to the category coMackR(G) of
cohomological Mackey functors. The algebra coµR(G) is defined as a quotient
of the Mackey algebra µR(G).

In the case where R is a field k of characteristic p, the cohomological
Mackey functors for G over k are projective relative to p-subgroups. In other
words, the algebra coµk(G) is a quotient of µk(G,1).

3.2. Thévenaz and Webb have shown that the projective cohomological
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Mackey functors for G over R are exactly the fixed points functors FPW ,
where W is a direct summand of some permutation RG-module. Moreover,
for any RG-modules V and W ,

HomcoMackR(G)(FPW , FPV ) ∼= HomRG(W,V ) .

In particular, the indecomposable projective coµk(G)-modules are the func-
tors FPW , where W is an indecomposable p-permutation kG-module. Thus,
the Cartan matrix of the algebra coµk(G) is the square matrix indexed by
the set [PG,p], defined by

c(P,E),(Q,F ) = dimk HomcoMackk(G)(FPMP,E
, FPMQ,F

) = 〈MP,E, MQ,F 〉G .

3.3. Thus by the same argument already used in Section 2, the Cartan
matrix of the algebra coµk(G) is the matrix of the bilinear form 〈 , 〉 on
ppk(G). This extends to a bilinear form on K ⊗Z ppk(G), and by 2.8, for
(R, s) and (R′, s′) in QG,p

〈FG
R′,s′ , F

G
R,s〉 =

{ 〈k, FG
R,s〉G if (R′, s′) =G (R, s−1)
0 otherwise

By Lemma 2.26, this is non zero if and only if the group <sR> is cyclic.
The argument of paragraph 2.19 shows that the Cartan matrix of coµk(G)

can be expressed as
C
(
coµk(G)

)
= T′ · S′ · tT ,

where S′ is the diagonal matrix indexed by [QG,p] with (R, s)-diagonal entry
equal to 〈FG

R,s, k〉G. Since T and T′ are invertible, it follows that the rank

of C
(
coµk(G)

)
is equal to the number of elements (R, s) of [QG,p] such that

<sR> is cyclic.

3.4. Theorem : Let G be a finite group, let p be a prime number, and
k be a field of characteristic p, big enough to be a splitting field for all the
groups NG(Q)/Q, for Q ∈ Sp(G). Then :

1. The rank of the Cartan matrix of the algebra coµk(G) is equal to the
number of G-conjugacy classes of pairs (R, s), where R ∈ Sp(G) and
s ∈ NG(R)p′, such that <sR> is cyclic. In other words

rk C
(
coµk(G)

)
=

∑

R∈[Cp(G)]

|NG(R)\CG(R)p′|

=
∑

s∈[Gp′ ]

cp

(
CG(s)

)
,
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where [Cp(G)] denotes a set of representatives of conjugacy classes of
cyclic p-subgroups of a group G, and cp(G) is the number of such con-
jugacy classes. Moreover, in the first summation, |NG(R)\CG(R)p′|
denotes the number of NG(R)-conjugacy classes of p-regular elements
of CG(R).

2. The Cartan matrix of the algebra coµk(G) is non singular if and only if
the group G is p-nilpotent with cyclic Sylow p-subgroups. In this case,
if G = NoP , where N is a p′-group and P is a cyclic group of order pn

det C
(
coµk(G)

)
=

∏
R≤P

(
φ(|R|)
|R|

)lp

(
NG(R)

)
det C

(
kNG(R)

)

=
∏
R≤P

∏

x∈
[
P\[CN (R)]

]

(
φ(|R|)
|R| |CCN (R)oP/R(x)|p

)
,

where lp
(
NG(R)

)
is the number of p-regular classes of NG(R), where

C
(
kNG(R)

)
is the Cartan matrix of the group algebra kNG(R), and[

P\[CN(R)]
]

is a set of representatives of CN(R)oP -conjugacy classes
in CN(R).

Proof : The first sentence of Assertion 1 follows from the above arguments,
and the second one follows by counting the number of pairs (R, s) of [QG,p]
such that <sR> is cyclic, in two different ways. For Assertion 2, observe
that the Cartan matrix C

(
coµk(G)

)
is non singular if and only if for any

(R, s) ∈ QG,p, the group <sR> is cyclic. This amounts to saying that the
Sylow p-subgroups of G are cyclic, and that whenever s ∈ Gp′ normalizes
a p-subgroup R, it centralizes it. In other words, the group NG(R)/CG(R)
is a p-group, for any R ∈ Sp(G). This is equivalent to saying that G is
p-nilpotent, by the theorem of Frobenius ([11] Theorem 4.5).

In the case G = N o P , where P is cyclic of order pn, then as in 2.24

det C
(
coµk(G)

)
= det T′ det S′ det tT

=
∏

R∈[Sp(G)]

∏

s∈[NG(R)p′ ]

(|CNG(R)(s)|p|CNG(R)(s)|〈k, FG
R,s〉G

)

=
∏

R∈[Sp(G)]


det C

(
kNG(R)

) ∏

s∈[NG(R)p′ ]

(|CNG(R)(s)|〈k, FG
R,s〉G

)

 .
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The set [Sp(G)] can be chosen to be the set of subgroups of P . Moreover by
Lemma 2.26, for R ≤ P and s ∈ NG(R)p′

〈k, FG
R,s〉G =

φ(|R|)
|NG(R, s)| =

φ(|R|)
|R||CNG(R)(s)|

.

It follows that

det C
(
coµk(G)

)
=

∏
R≤P

(
φ(|R|)
|R|

)lp

(
NG(R)

)
det C

(
kNG(R)

)
.

Finally the p′-elements of the group NG(R) ∼= CN(R) o (P/R) are the ele-
ments of CN(R). The last formula of the theorem follows.

3.5. Remark : Thus when it is non zero, the determinant of the Cartan
matrix of coµk(G) is equal to (p − 1)npm, for suitable non negative integers
n and m.

4 Blocks of cohomological Mackey functors

4.1. It was shown by Thévenaz and Webb (see [13] Theorem 17.1 and its
proof, see also [4])) that the blocks of the algebra µk(G,1) and the blocks of
the algebra coµk(G) are in one to one correspondence with the blocks of the
group algebra kG. If b is a block of kG, denote by coµk(b) the corresponding
block of coµk(G). When R is a p-subgroup of G, let BrR : (kG)R → kCG(R)
denote the Brauer morphism. If moreover R EG, denote by u 7→ u the
projection map kG → k(G/R). When A is a k-algebra, denote by Irrk(A)
the set of isomorphism classes of simple A-modules.

This section is devoted to the proof of the following block version of
Theorem 3.4 for such blocks of cohomological Mackey functors :

4.2. Theorem : Let G be a finite group, let p be a prime number, and k
be an algebraically closed field of characteristic p. Let moreover b be a block
of kG. Then :

1. The rank of the Cartan matrix of the algebra coµk(b) is equal to

rk C
(
coµk(b)

)
=

∑

R∈[Cp(G)]

|NG(R)\Irrk

(
kCG(R)BrR(b)

)|

=
∑

(R,c)∈[Cp(b)]

|NG(R, c)\Irrk

(
kCG(R)c

)| ,

15



where [Cp(b)] is a set of representatives of G-conjugacy classes of b-
Brauer pairs (R, c) for which R is cyclic.

2. The Cartan matrix of the block coµk(b) is non singular if and only if
b is a nilpotent block with cyclic defect groups.

4.3. The Cartan matrix C of coµk(b) is non singular if and only if the rows
of the decomposition matrix D are linearly independent (since C = D · tD) :
indeed, if a vector u is such that Cu = 0, then tuCu = t(tDu) · (tDu) = 0,
thus tDu = 0. Conversely, if tDu = 0, then obviously Cu = 0.

4.4. The decomposition matrix D of coµk(b) has rows indexed by the (isomor-
phism classes of) indecomposable p-permutation kG-modules in the block b,
and columns indexed by the (isomorphism classes of) simple KG-modules
in the block b. The coefficient DW,χ corresponding to the indecomposable
p-permutation kGb-module W and the simple KG-module χ is equal to the
multiplicity of χ in K ⊗O W̃ , where W̃ is an OG-module lifting W to O (i.e.
such that k⊗O W̃ ∼= W ). Such an OG-module is unique up to isomorphism,
since W is a p-permutation module. The character of the module K ⊗O W̃
will be called the (ordinary) character of W .

It follows that the rank of the Cartan matrix of coµk(b) is equal to
the dimension of the subspace of Q ⊗Z RK(b) generated by characters of
p-permutation modules in the block b.

In particular, the Cartan matrix of coµk(b) is non singular if and only if
the ordinary characters of the indecomposable p-permutation modules in b
are linearly independent.

4.5. Recall (see 2.15, and [8] Proposition 3.3) that the value of the ordinary
character of a p-permutation module W on an element s of G is equal to
the Brauer trace BrTr(sp′ | W [<sp>]), where sp and sp′ are the p-part and
p′-part of s, respectively.

4.6. Notation : Let Zp(G) denote the set of pairs (P, E) consisting of
a cyclic p-subgroup P of G and an indecomposable projective kCG(P )-
module E, where CG(P ) = CG(P )/P , and let [Zp(G)] be a set of repre-
sentatives of G-orbits on Zp(G).

Let Zp(b) denote the subset of Zp(G) consisting of pairs (P,E) such that

BrP (b)Inf
CG(P )

CG(P )
E = Inf

CG(P )

CG(P )
E .

Set moreover [Zp(b)] = Zp(b) ∩ [Zp(G)].
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4.7. Lemma : The characters of the modules IndG
CG(P )Inf

CG(P )

CG(P )
E, for

(P, E) ∈ [Zp(G)], form a basis of the subspace of Q ⊗Z RK(G) generated by
the characters of the p-permutation modules.

Proof : Since projective modules are p-permutation modules, and since in-
duction and inflation preserves this class of modules, the module LP,E =

IndG
CG(P )Inf

CG(P )

CG(P )
E, for (P,E) ∈ Zp(G), is a p-permutation module. Up to

isomorphism, this module depends only on the G-orbit of (P, E). Moreover
the number of G-orbits on the set Zp(G) is equal to

|G\Zp(G)| =
∑

P∈[Cp(G)]

|NG(P )\Irrk

(
kCG(P )

)| .

Indeed, the number of isomorphism classes of indecomposable projective
kCG(P )-modules is equal to the number of isomorphism classes of sim-
ple kCG(P )-modules, i.e. to the number of isomorphism classes of simple
kCG(P )-modules, since P is a normal p-subgroup of CG(P ).

By Theorem 3.4, it follows that the cardinality of the set [Zp(G)] is pre-
cisely equal to the rank of the Cartan matrix of the algebra coµk(G), i.e. to
the dimension of the subspace of Q⊗ZRK(G) generated by the characters of
the p-permutation modules. Thus, to prove Lemma 4.7, it is enough to prove
that the characters of the modules LP,E, for (P, E) ∈ [Zp(G)], are linearly
independent.

The character χP,E of the module LP,E is equal to IndG
CG(P )Inf

CG(P )

CG(P )
ΦE,

where ΦE is the character of the module E. Suppose that some non trivial
linear combination of these characters is equal to 0, i.e. that there are integers
nP,E ∈ Z, for (P, E) ∈ [Zp(G)], not all equal to 0, such that

(4.8)
∑

(P,E)∈[Zp(G)]

nP,EχP,E = 0 .

Let Q be maximal such that there exists (Q,F ) ∈ [Zp(G)] with nQ,F 6= 0,
and let s be a generator of the cyclic group Q. By 4.5, for any t ∈ CG(s)p′ ,
the value of the linear combination 4.8 at the element st is equal to

0 =
∑

(P,E)∈[Zp(G)]

nP,EBrTr(t | LP,E[Q]) .

But LP,E[Q] = 0, unless some conjugate of Q is contained in P . By maxi-
mality of Q, it follows that

0 =
∑

E

nQ,EBrTr(t | LQ,E[Q]) ,

17



where E runs through a set [P ] of indecomposable projective kCG(Q)-modules,
up to isomorphism and conjugation by NG(Q). Since moreover

LQ,E[Q] ∼= Ind
NG(Q)
CG(Q)Inf

CG(Q)

CG(Q)
E ,

it follows that for any t ∈ CG(Q)p′

∑

E∈[P]

nQ,E

(
Ind

NG(Q)
CG(Q)Inf

CG(Q)

CG(Q)
ΦE

)
(t) = 0 .

This is also equal to

∑

E∈[P]

nQ,E

(
Res

NG(Q)
CG(Q)Ind

NG(Q)
CG(Q)Inf

CG(Q)

CG(Q)
ΦE

)
(t) =

∑

E∈[P]
x∈NG(Q)/CG(Q)

nQ,EΦE(xt)

=
∑

E∈[P]
x∈NG(Q)/CG(Q)

nQ,EΦEx(t) ,

where t is the image of t in CG(Q), and Ex is the image of E by conjugation
by x ∈ NG(Q).

Since the map t 7→ t is a surjection from CG(Q)p′ to CG(Q)p′ , it follows
that the modular character

∑
E∈[P]

x∈NG(Q)/CG(Q)

nQ,EΦEx of CG(Q) is equal to zero.

But the set of modules Ex, for E ∈ [P ] and x ∈ NG(Q)/CG(Q), is exactly
the set of projective indecomposable kCG(Q)-modules, up to isomorphism.
Thus ∑

F∈Q
nQ,F mF ΦF = 0 ,

where Q is a set of representatives of isomorphism classes of indecomposable
projective kCG(Q)-modules, where nQ,F is defined as nQ,E if (Q,E) ∈ [P ]
and if there exists x ∈ NG(Q) such that Ex ∼= F , and where mF is the
number of elements x ∈ NG(Q)/CG(Q) such that F x ∼= F .

Now the characters ΦF , for F ∈ Q, are linearly independent, and it
follows that nQ,F = 0 for any F . This contradicts the definition of Q, and
completes the proof of Lemma 4.7.

4.9. Notation : Let P ∈ Sp(G), and E be any projective kNG(P )-module.
Then E splits as a direct sum ⊕

i∈I
Ei of indecomposable kNG(P )-modules Ei.

In this situation, set MP,E = ⊕
i∈I

MP,Ei
.
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4.10. Lemma : The characters of the modules M
P,Ind

NG(P )

CG(P )
E
, for (P, E) ∈

[Zp(b)], form a basis of the subspace of Q⊗ZRK(b) generated by the characters
of the p-permutation modules in the block b.

Proof : Let (P,E) ∈ Zp(b). The module M = Ind
NG(P )

CG(P )
E splits as a direct

sum ⊕
i∈I

Ei of indecomposable kNG(P )-modules Ei. Since BrP (b) is NG(P )-

invariant and belongs to kCG(P ), it follows that BrP (b) acts as the identity
on M , hence on every direct summand Ei. Recall that the indecompos-
able module MP,Ei

belongs to the block b if and only if BrP (b)Ei = Ei (see
[2] Corollary 6.3.2). Hence all the indecomposable kG-modules MP,Ei

are in
the block b, and their direct sum M

P,Ind
NG(P )

CG(P )
E

is also in b.

To prove Lemma 4.10, it suffices to observe that the sets Zp(b), when
b runs through the blocks of kG, form a partition of Zp(G), and to prove
that the characters of the modules M

P,Ind
NG(P )

CG(P )
E
, for (P,E) ∈ [Zp(G)], form

a basis of the subspace of Q ⊗Z RK(G) generated by the characters of the
p-permutation modules.

For this, observe that

IndG
CG(P )Inf

CG(P )

CG(P )
E ∼= IndG

NG(P )Inf
NG(P )

NG(P )
Ind

NG(P )

CG(P )
E

is a direct sum of M
P,Ind

NG(P )

CG(P )
E

and of indecomposable modules with vertex

strictly contained in P up to conjugation. This yields a triangular transition
matrix, with non zero diagonal coefficients, and such a matrix changes a basis
to another basis.

4.11. The first equality in Assertion 1 of Theorem 4.2 follows trivially from
Lemma 4.10. The second one follows from the fact that, for any b-Brauer
pair (R, c)

|NG(R)\Irrk

(
kCG(R)Tr

NG(R)
NG(R,c)c

)| = |NG(R, c)\Irrk

(
kCG(R)c

)| .

This is because the algebra kCG(R)Tr
NG(R)
NG(R,c)c is isomorphic to the direct sum

of the block algebras kCG(R) xc, for x ∈ [NG(R)/NG(R, c)], which are tran-
sitively permuted by NG(R). Moreover the stabilizer in NG(R) of kCG(R)c
is equal to NG(R, c).

4.12. For any p-subgroup R of G, induction from CG(R) to NG(R) induces
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an inequality

(4.13) |NG(R)\Irrk

(
kCG(R)BrR(b)

)| ≤ |Irrk

(
kNG(R)BrR(b)

)| .

Indeed, the left hand side is equal to the rank of the group

Pk

(
kCG(R)BrR(b)

)
NG(R)

of NG(R)-coinvariants on the group of projective kCG(R)BrR(b)-modules. It

is easy to see that Ind
NG(R)
CG(R) induces an injective map from this group to

the group Pk

(
kNG(R)BrR(b)

)
of projective kNG(R)BrR(b)-modules, and the

rank of this group is equal to the right hand side of 4.13.
The Cartan matrix of coµk(b) is non singular if and only if

∑

R∈[Cp(G)]

|NG(R)\Irrk

(
kCG(R)BrR(b)

)| =
∑

R∈[Sp(G)]

|Irrk

(
kNG(R)BrR(b)

)| .

Indeed, the left hand side is the rank of the Cartan matrix, and the right hand
side the size of this matrix, i.e. the number of indecomposable p-permutation
modules in the block b, up to isomorphism.

By inequality 4.13, this is in turn equivalent to the following equality, for
any R ∈ Sp(G) :

|Irrk

(
kNG(R)BrR(b)

)| =
{ |NG(R)\Irrk

(
kCG(R)BrR(b)

)| if R is cyclic
0 otherwise .

4.14. Hence if the Cartan matrix of coµk(b) is non singular, and b has
defect D, then in particular BrD(b) 6= 0, and |Irrk

(
kNG(D)BrD(b)

)| 6= 0,
so D is cyclic. Let (D, c) be a maximal b-Brauer pair. Then BrD(b) =

Tr
NG(D)
NG(D,c)c, and the algebra kNG(D)BrD(b) is isomorphic to a matrix algebra

over kNG(D, c)c. In particular

(4.15) |Irrk

(
kNG(D)BrD(b)

)| = |Irrk

(
kNG(D, c)c

)| .

Moreover BrD(b) splits as a sum of blocks of CG(D), which are the distinct
NG(D)-conjugates of c. Hence, the orbits of NG(D) on Irrk

(
kCG(D)BrD(b)

)
are in one to one correspondence with the orbits of NG(D, c) on Irrk

(
kCG(D)c

)
.

It follows that

|NG(D, c)\Irrk

(
kCG(D)c

)| = |Irrk

(
kNG(D, c)c

)| .

Now the group NG(D, c)/CG(D) is the inertial quotient of b. It is a cyclic
group of order e dividing p−1. The block c is a nilpotent block of CG(D), so
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in particular there is a unique simple kCG(D)c-module S, which is invariant
by NG(D, c). This simple module can be extended to a simple kNG(D, c)c
module in e different ways, by the following argument (see [2], proof of
Proposition 6.5.4) : let g be a generator of the group NG(Q)/CG(Q), and
θ : S → Sg an isomorphism of kCG(Q)-modules. Then the map ge(s) 7→ θe(s)
is a kCG(Q) automorphism of S, because ge ∈ CG(Q). As k is algebraically
closed, there is a scalar µ ∈ k such that ge(s) = µθe(s), for any s ∈ S.
Moreover there are e distinct elements λ ∈ k such that λe = µ. For each
such λ, one can let g act on S by λθ, and this gives e mutually non isomorphic
extensions of S to a simple kNG(Q, c)-module, which are all in the block c
since c ∈ kCG(Q).

These modules are not isomorphic to each other (since their restrictions
to <g> are not). Hence e = 1 by 4.15, since |Irrk

(
kCG(D)c

)| = 1, and this
is equivalent to saying that b is nilpotent, since b has cyclic defect.

4.16. Conversely, if b is a nilpotent block with a cyclic defect group D, then
for each R ∈ Sp(G), either BrR(b) = 0 if R is not contained in D up to G
conjugation, or BrR(b) is a sum

∑
i∈I

bi of blocks bi of NG(R), if R is contained

in D up to conjugation, and in that case R is cyclic since D is. Each of
the blocks bi is equal to Tr

NG(R)
NG(R,ci)

ci, where (R, ci) is some b-Brauer pair. In
particular

|Irrk

(
kNG(R)BrR(b)

)| =
∑
i∈I

|Irrk

(
kNG(R)BrR(bi)

)|

=
∑
i∈I

|Irrk

(
kNG(R, ci)ci

)| .

Since the block b is nilpotent, all the groups NG(R, ci)/CG(R) are p-groups,
so |Irrk

(
kNG(R, ci)ci

)| = |NG(R, ci)\Irrk

(
kCG(R)ci

)|, and this is equal to 1
since ci is a nilpotent block of CG(R) by Theorem 1.2 of [9]. It follows that

|Irrk

(
kNG(R)BrR(b)

)| = |I| = |NG(R)\Irrk

(
kCG(R)BrR(b)

)| .

This implies that the Cartan matrix of coµk(b) is non singular, and completes
the proof of Theorem 4.2.
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