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Abstract

Let k be an algebraically closed field of characteristic p > 0, let R be a commutative
ring, and let F be an algebraically closed field of characteristic 0. We consider the
R-linear category F∆

Rppk
of diagonal p-permutation functors over R. We first show

that the category F∆
Fppk is semisimple, and we give a parametrization of its simple

objects, together with a description of their evaluations.
Next, to any pair (G, b) of a finite group G and a block idempotent b of kG, we

associate a diagonal p-permutation functor RT∆
G,b in F∆

Rppk
. We find the decomposition

of the functor FT∆
G,b as a direct sum of simple functors in F∆

Fppk . This leads to a

characterization of nilpotent blocks in terms of their associated functors in F∆
Fppk .

Finally, for such pairs (G, b) of a finite group and a block idempotent, we introduce
the notion of functorial equivalence over R, which (in the case R = Z) is slightly weaker
than p-permutation equivalence, and we prove a corresponding finiteness theorem: for
a given finite p-group D, there is only a finite number of pairs (G, b), where G is a finite
group and b a block idempotent of kG with defect isomorphic to D, up to functorial
equivalence over F.
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1 Introduction

In past decades, various categories have been considered, where objects are finite groups and mor-
phisms are obtained from various types of double group actions. The linear representations of these
categories give rise to interesting functor categories: Examples include biset functors ([Bc10a]), p-
permutation functors ([D15]), simple modules over Green biset functors ([Ro12]), modules over
shifted representation functors ([BR21]), fibered biset functors ([BC18]), and generalizations of
these ([BO20], [B16]).

In the present paper, we consider another example of a similar context: For an algebraically
closed field k of positive characteristic p, and a commutative ring R, we define the following category
Rpp∆

k :

� The objects of Rpp∆
k are the finite groups.
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� For finite groups G and H, the set of morphisms HomRpp∆
k

(G,H) from G to H in Rpp∆
k

is equal to R ⊗Z T
∆(H,G), where T∆(H,G) is the Grothendieck group of the category

of diagonal p-permutation (kH, kG)-bimodules. These are p-permutation bimodules which
admit only indecomposable direct summands with twisted diagonal vertices (or equivalently,
p-permutation bimodules which are projective when considered as left or right modules).

� The composition in Rpp∆
k is induced by R-linearity from the usual tensor product of bimod-

ules: if G, H, and K are finite groups, if M is a diagonal p-permutation (kH, kG)-bimodule
and N is a diagonal p-permutation (kK, kH)-bimodule, then N ⊗kH M is a diagonal p-
permutation (kK, kG)-bimodule. The composition of (the isomorphism class of) N and (the
isomorphism class of) M is by definition (the isomorphism class of) N ⊗kH M .

� The identity morphism of the group G is the (isomorphism class of the) (kG, kG)-bimodule
kG.

The category Rpp∆
k is an R-linear category. The R-linear functors from Rpp∆

k to the category

RMod of R-modules are called diagonal p-permutation functors over R. These functors, together
with natural transformations between them, form an R-linear abelian category F∆

Rppk
.

These diagonal p-permutation functors have been introduced in [BY20], in the case R is a field
F of characteristic 0. Even though this will also be our assumption in most of the present paper, we
give the above more general definition, as we will also need to consider the case R = Z in various
places.

The main motivation for considering diagonal p-permutation functors comes from block theory,
and in particular the notion of p-permutation equivalence of blocks of finite groups, introduced
in [BX08] and developed in [BP20]. This notion appears in the following chain of equivalences of
blocks of group algebras, namely

Puig’s equiv. =⇒ Rickard’s splendid derived equiv. =⇒ p-permutation equiv.,

and these equivalences are related to important structural conjectures, such as Broué’s abelian
defect group conjecture (Conjecture 9.7.6 in [L18]), and finiteness conjectures, such as Puig’s
conjecture (Conjecture 6.4.2 in [L18]), or Donovan’s conjecture (Conjecture 6.1.9 in [L18]).

In this paper, we introduce yet another equivalence, weaker than p-permutation equivalence,
between blocks of group algebras, which we call functorial equivalence over R: to each pair (G, b)
of a finite group G and a block idempotent b of the group algebra kG, we associate a canonical
diagonal p-permutation functor over R, denoted by RT∆

G,b. This functor, a direct summand of

the representable functor RT∆
G at G, is obtained from the (kG, kG)-bimodule kGb, viewed as an

idempotent endomorphism of G in the category Rpp∆
k . When (H, c) is a pair of a finite group H

and a block idempotent c of kH, we say that (G, b) and (H, c) are functorially equivalent over R
if the functors RT∆

G,b and RT∆
H,c are isomorphic in F∆

Rppk
.

We obtain the following main results:

� The category F∆
Fppk of diagonal p-permutation functors over F is a semisimple F-linear abelian

category (Theorem 6.15).

� The simple diagonal p-permutation functors over F are parametrized by triples (L, u, V ),
where (L, u) is a D∆-pair (see Section 3), and V is a simple FOut(L, u)-module (see Nota-
tion 6.8).

� The evaluation SL,u,V (G) of the simple functor SL,u,V parametrized by the triple (L, u, V ),
at a finite group G, is explicitly computed in Corollary 7.4.
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� The multiplicity of any simple functor SL,u,V in the functor FT∆
G,b associated to a block idem-

potent b of a finite group G is explicitly given by three equivalent formulas (Theorem 8.22):
One in terms of fixed points of some subgroups of Out(L, u) on V , the second one in terms of
the “u-invariant” (G, b)-Brauer pairs (P, e), and the third one in terms of the “u-invariant”
local pointed subgroups Pγ of G on kGb.

� We give three characterizations (Theorem 9.2) of nilpotent blocks in terms of their associated
diagonal p-permutation functors: let b be a block idempotent of the group algebra kG. Then
b is nilpotent if and only if one of the following equivalent conditions holds:

– If SL,u,V is a simple summand of FT∆
G,b, then u = 1.

– If SL,u,F is a simple summand of FT∆
G,b, then u = 1.

– The functor FT∆
G,b is isomorphic to the representable functor FT∆

D for some p-group D.

� We show (Theorem 10.5) that if (G, b) and (H, c) are functorially equivalent blocks over F,
then kGb and kHc have the same number of simple modules, the same number of irreducible
ordinary characters, and b and c have isomorphic defect groups.

� We show (Theorem 10.5) that if b and c are nilpotent blocks of G and H, respectively, then
(G, b) and (H, c) are functorially equivalent over F if and only if b and c have isomorphic
defect groups.

� We prove a finiteness theorem (Theorem 10.6) for functorial equivalence of blocks: for a
given finite p-group D, there are only finitely many pairs (G, b), where G is a finite group,
and b is a block idempotent of kG with defect isomorphic to D, up to functorial equivalence
over F.

� We give a sufficient condition (Theorem 11.1) for two pairs (G, b) and (H, c) to be functorially
equivalent over F in the situation of Broué’s abelian defect group conjecture.

The paper is organized as follows: Sections 2 to 5 are devoted to technical tools used in the proof
of our semisimplicity Theorem 6.15. Section 2 deals with Brauer quotients of tensor products of
diagonal p-permutation bimodules, Section 3 recalls the definitions of pairs, D∆-pairs, and idem-
potents of p-permutation rings. The main theorem of this section is Theorem 3.7. In Section 4 we
state some results from Clifford theory, and in Section 5 a theorem on some equivalences of abelian
categories. Section 6 is devoted to the proof of our semisimplicity theorem (Corollary 6.15). In Sec-
tion 7, we compute the evaluations of the simple diagonal p-permutation functors (Corollary 7.4).
In Section 8, we introduce the diagonal p-permutation functors associated to blocks of finite groups,
and we describe their decomposition as a direct sum of simple functors (Theorem 8.22). In Sec-
tion 9, we apply these results to the characterization of nilpotents blocks in terms of the associated
functors (Theorem 9.2). In Section 10, we introduce functorial equivalence of blocks, and state
some of its basic consequences (Theorem 10.5); next we prove our finiteness theorem for functorial
equivalence over F (Theorem 10.6). Finally, Section 11 considers the case of blocks with abelian
defect groups (Theorem 11.1).

2 Brauer character formula

Throughout G, H and K denote finite groups. Let F denote an algebraically closed field of
characteristic 0 and let k denote an algebraically closed field of positive characteristic p. We
assume that all the modules considered are finitely generated.
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Let M be a (kG, kH)-bimodule. For m ∈M and (g, h) ∈ G×H, the formula (g, h)m = gmh−1

induces an isomorphism between categories kGmodkH and k[G×H]mod. In what follows, we will
often use this isomorphism to identify left k[G×H]-modules via (kG, kH)-bimodules.

Let M be a kG-module and let P be a p-subgroup of G. The Brauer construction of M at P
will be denoted by M [P ].

2.1 Lemma Let N EG be a normal subgroup of G and let V be an FG-module with character χ.
Then the character of DefGG/NV is given by

gN 7→ 1

|N |
∑
n∈N

χ(gn)

for gN ∈ G/N .

Proof By [Bc10a, Lemma 7.1.3] the character of DefGG/NV is given by the formula

gN 7→ 1

|G|
∑

u∈G/N,h∈G
gN ·u=u·h

χ(h) =
1

|G|
|G/N |

∑
n∈N

χ(gn) =
1

|N |
∑
n∈N

χ(gn) ,

as desired.

Let X be a subgroup of G×H and let L be a finite dimensional FX-module. Let also Y be a
subgroup of H ×K, and M a finite dimensional FY -module. Since k1(X)× k2(X) is a subgroup
of X, the module L can be viewed as an

(
Fk1(X),Fk2(X)

)
-bimodule. Similarly, M can be viewed

as an
(
Fk1(Y ),Fk2(Y )

)
-bimodule. Set S = k2(X)∩k1(Y ). Then the tensor product L⊗FSM is an(

Fk1(X),Fk2(Y )
)
-bimodule. For (a, b) ∈ X ∗Y , choose h ∈ H such that (a, h) ∈ X and (h, b) ∈ Y .

Then
(a, b)(l ⊗m) = (a, h)l ⊗ (h, b)m

is a well defined element of L⊗FSM , and this defines a structure of F(X ∗Y )-module on L⊗FSM .
This construction is first used in [Bc10b].

Let X×HY := {((g, h), (h̃, k)) ∈ X×Y | h = h̃}. Consider the surjective group homomorphism

ν : X ×H Y → X ∗ Y , ((g, h), (h, k)) 7→ (g, k) .

The kernel of ν is {((1, h), (h, 1)) | h ∈ S} and we denote by ν̄ : (X ×H Y )/ ker(ν) → X ∗ Y the
isomorphism induced by ν.

2.2 Lemma Let X 6 G ×H and Y 6 H ×K be subgroups. Let also L be a finite dimensional
FX-module and M a finite dimensional FY -module. Then the character χL⊗FSM of the F(X ∗ Y )-
module L⊗FS M is given by

χL⊗FSM (a, b) =
1

|S|
∑
h∈H

(a,h)∈X
(h,b)∈Y

χL(a, h)χM (h, b),

for all (a, b) ∈ X ∗ Y , where χL and χM are the characters of L and M , respectively.
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Proof Let (a, b) ∈ X ∗ Y be an arbitrary element and c ∈ H such that (a, c) ∈ X and (c, b) ∈ Y .
By [Bo20, Proposition 2.8], we have

χL⊗FSM =
(

Iso(ν̄) ◦DefX×HY(X×HY )/ ker(ν) ◦ ResX×YX×HY

)
(χL × χM ) .

Hence by Lemma 2.1 we have

χL⊗FSM (a, b) =
1

|S|
∑
h∈S

χL(a, hc)χM (hc, b)

=
1

|S|
∑
h∈H

(a,h)∈X
(h,b)∈Y

χL(a, h)χM (h, b) ,

as desired.

2.3 Notation (a) Let U 6 G and W 6 K be subgroups and γ : W → U a group isomorphism.
We set

∆(U, γ,W ) =
{(
γ(w), w

)
: w ∈W

}
for the corresponding twisted diagonal subgroup of G×K.

(b) Let ∆(U, γ,W ) be a twisted diagonal subgroup of G × K. Let ΓH(U, γ,W ) denote the
set of triples (α, V, β) where V is a subgroup of H, and α : V → U and β : W → V are
group isomorphisms with the property that γ = α ◦ β. The group NG×K(∆(U, γ,W )) × H acts
on ΓH(U, γ,W ) in the following way: if

(
(x, z), h

)
∈ NG×K(∆(U, γ,W )) × H and (α, V, β) ∈

ΓH(U, γ,W ), then (
(x, z), h

)
· (α, V, β) = (ix ◦ α ◦ i−1

h , hV , ih ◦ β ◦ i−1
z ),

where iu denotes the conjugation by an element u.

2.4 Proposition [BD12, Theorem 3.3], [BP20, Corollary 7.4(b)] Let L be a p-permutation
(kG, kH)-bimodule and M a p-permutation (kH, kK)-bimodule. Suppose that all of the inde-
composable summands of L and M have twisted diagonal vertices. Let Γ̃H(U, γ,W ) denote a set
of representatives of NG×K(∆(U, γ,W ))×H-orbits of ΓH(U, γ,W ). Then the kNG×K(∆(U, γ,W ))-
module (L⊗kH M)[∆(U, γ,W )] is isomorphic to⊕

(α,V,β)

Ind
NG×K(∆(U,γ,W ))
NG×H(∆(U,α,V ))∗NH×K(∆(V,β,W ))

(
L
[
∆(U,α, V )

]
⊗kCH(V ) M

[
∆(V, β,W )

])
,

where (α, V, β) ∈ Γ̃H(U, γ,W ).

Throughout, we fix an embedding of the torsion units of k in the torsion units of F. We say
that (P, u) is a pair of a finite group S, if P is a p-subgroup of S and u is a p′-element of NS(P ).
Let (P, u) be a pair of S and let X be a p-permutation kS-module. Then τSP,u(X) ∈ F is defined
as the value at u of the Brauer character of X[P ] (see [BT10] Notation 2.1 and Notation 2.15 for
details).
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In the next proposition, we will consider three finite groups G, H and K, and we will need
to lift p-permutation (kG, kH)-bimodules and (kH, kK)-bimodules from characteristic p to char-
acteristic 0. To do this, we can choose a p-modular system (K,O, k) containing k, where O is a
complete discrete valuation ring with residue field k and field of fractions K of characteristic 0.
We choose an embedding of the torsion units of K in the units of F extending the fixed embed-
ding of the units of k. For a finite group S and a p-permutation kS-module X, there is a unique
p-permutation OS-lattice XO, up to isomorphism, such that XO/J(O)XO ∼= X. We denote by
X0 the KS-module K ⊗O XO. For a p-subgroup P of S and a (possibly p-singular) element u
of NS(P ), we define τ̂SP,u(X) as the value at u of the (ordinary) character of X[P ]0. As τ̂SP,u(X)
is a sum of roots of unity, it lies in our algebraically closed field F of characteristic 0. Moreover
τ̂SP,u(X) = τSP,u(X) when u is p-regular, by our assumption. With this notation:

2.5 Proposition Let (s, t) ∈ NG×K
(
∆(U, γ,W )

)
. Let L be a p-permutation (kG, kH)-bimodule

and M a p-permutation (kH, kK)-bimodule. Suppose that all of the indecomposable summands
of L and M have twisted diagonal vertices. Then

τ̂G×K∆(U,γ,W ),(s,t)(L⊗kH M)=
1

|H|
∑

(α,V,β)∈ΓH(U,γ,W ), h∈H
(s,h)∈NG×H(∆(U,α,V ))

(h,t)∈NH×K(∆(V,β,W ))

τ̂G×H∆(U,α,V ),(s,h)(L) τ̂H×K∆(V,β,W ),(h,t)(M).

Proof We use Proposition 2.4, where we set for simplicity

NU,γ,W = NG×K
(
∆(U, γ,W )

)
NU,α,V = NG×H

(
∆(U,α, V )

)
NV,β,W = NH×K

(
∆(V, β,W )

)
NU,α,V,β,W = NG×H

(
∆(U,α, V )

)
∗NH×K

(
∆(V, β,W )

)
.

We write Γ̃U,γ,W = Γ̃H(U, γ,W ) for short, for a set of representatives of the orbits of NU,γ,W×H on
ΓU,γ,W = ΓH(U, γ,W ). For (α, V, β) ∈ ΓU,γ,W , we denote by SU,α,V,β,W the stabilizer of (α, V, β)
in NU,γ,W ×H, i.e.,

SU,α,V,β,W =
{(

(x, z), h
)
∈ NU,γ,W ×H | ix ◦ α = α ◦ ih, ih ◦ β = β ◦ iz

}
.

With this notation, we have an isomorphism of kNU,γ,W -modules

(L⊗kH M)
[
∆(U, γ,W )

] ∼= ⊕
(α,V,β)∈Γ̃U,γ,W

Ind
NU,γ,W
NU,α,V β,W

(
L
[
∆(U,α, V )

]
⊗kCH(V ) M

[
∆(V, β,W )

])
.

This isomorphism can be lifted to O, to give an isomorphism of FNU,γ,W -modules

(L⊗kH M)
[
∆(U, γ,W )

]0 ∼= ⊕
(α,V,β)∈Γ̃U,γ,W

Ind
NU,γ,W
NU,α,V β,W

(
L
[
∆(U,α, V )

]0 ⊗FCH(V ) M
[
∆(V, β,W )

]0)
,

and τ̂G×K∆(U,γ,W ),(s,t)(L ⊗kH M) is equal to the trace of (s, t) acting on the right hand side. This
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implies that

τ̂G×K∆(U,γ,W ),(s,t)(L⊗kH M) =
∑

(α,V,β)∈Γ̃U,γ,W

1

|NU,α,V,β,W |
∑

(a,b)∈NU,γ,W
(as,bt)∈NU,α,V,β,W

θU,α,V,β,W (as,b t)

=
∑

(α,V,β)∈ΓU,γ,W

|SU,α,V,β,W |
|NU,γ,W ||H||NU,α,V,β,W |

∑
(a,b)∈NU,γ,W

(as,bt)∈NU,α,V,β,W

θU,α,V,β,W (as,b t)

where θU,α,V,β,W is the character of L
[
∆(U,α, V )

]0 ⊗FCH(V ) M
[
∆(V, β,W )

]0
.

Now we observe that p1(SU,α,V,β,W ) = NU,α,V,β,W and k2(SU,α,V,β,W ) = CH(V ). It follows
that

|SU,α,V,β,W | = |NU,α,V,β,W ||CH(V )|,

so

τ̂G×K∆(U,γ,W ),(s,t)(L⊗kH M) =
∑

(α,V,β)∈ΓU,γ,W

|CH(V )|
|NU,γ,W ||H|

∑
(a,b)∈NU,γ,W

(as,bt)∈NU,α,V,β,W

θU,α,V,β,W (as, bt).

But for (a, b) ∈ NU,γ,W , saying that (as, bt) ∈ NU,α,V,β,W amounts to saying that (s, t) ∈
N

(a,b)
U,α,V,β,W = NU,i−1

a ◦α,V,β◦ib,W . Moreover θU,α,V,β,W (as, bt) = θU,i−1
a ◦α,V,β◦ib,W (s, t). So

τ̂G×K∆(U,γ,W ),(s,t)(L⊗kH M) =
1

|NU,γ,W ||H|
∑

(a,b)∈NU,γ,W
(i−1
a ◦α,V,β◦ib)∈ΓU,γ,W

(s,t)∈N
U,i
−1
a ◦α,V,β◦ib,W

|CH(V )|θU,i−1
a ◦α,V,β◦ib,W (s, t)

=
1

|H|
∑

(α,V,β)∈ΓU,γ,W
(s,t)∈NU,α,V,β,W

|CH(V )|θU,α,V,β,W (s, t).

Now by Lemma 2.2

θU,α,V,β,W (s, t) =
1

|CH(V )|
∑
h∈H

(s,h)∈NU,α,V
(h,t)∈NV,β,W

τ̂G×H∆(U,α,V ),(s,h)(L) τ̂H×K∆(V,β,W ),(h,t)(M).

It follows that

τ̂G×K∆(U,γ,W ),(s,t)(L⊗kH M) =
1

|H|
∑

(α,V,β)∈ΓU,γ,W
h∈H

(s,h)∈NU,α,V
(h,t)∈NV,β,W

τ̂G×H∆(U,α,V ),(s,h)(L) τ̂H×K∆(V,β,W ),(h,t)(M) .
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2.6 Corollary Let L be a p-permutation (kG, kH)-bimodule and let M be a p-permutation
(kH, kK)-bimodule. Suppose that all of the indecomposable summands of L and M have twisted
diagonal vertices. Then, for any diagonal pair

(
∆(U, γ,W ), (s, t)

)
of G×K

τG×K∆(U,γ,W ),(s,t)(L⊗kH M)=
1

|H|
∑

(α,V,β)∈ΓH(U,γ,W ), h∈Hp′
(s,h)∈NG×H(∆(U,α,V ))

(h,t)∈NH×K(∆(V,β,W ))

τG×H∆(U,α,V ),(s,h)(L) τH×K∆(V,β,W ),(h,t)(M),

where Hp′ is the set of p′-elements of H.

Proof For (α, V, β) ∈ ΓH(U, γ,W ), the indecomposable direct summands of the FNU,α,V -module
L[∆(U,α, V )]0 have twisted diagonal vertices. Similarly, the indecomposable direct summands of
the FNV,β,W -module M [∆(V, β,W )]0 have twisted diagonal vertices. Now assume that (s, h) ∈
NU,α,V is such that τ̂G×H∆(U,α,V ),(s,h)(L) 6= 0. Then by [NT89, Theorem 4.7.4], the p-part of the

element (s, h) is contained in a twisted diagonal p-subgroup of G × H. Since s is a p′-element,
this means that h is a p′-element as well. Therefore the summation over h ∈ H in Proposition 2.5
reduces to a summation over h ∈ Hp′ , and then both (s, h) and (h, t) are p′-elements, so we can
replace τ̂ by τ throughout.

3 Pairs

Recall that k denotes an algebraically closed field of characteristic p and F denotes an algebraically
closed field of characteristic zero. Also, G, H and K denote finite groups.

3.1 (a) We denote by T (G) the Grothendieck group of p-permutation kG-modules. Let QG,p
denote the set of pairs (P, u) where P is a p-subgroup of G and u is a p′-element of NG(P ). The
group G acts on the set QG,p via conjugation and we write [QG,p] for a set of representatives of
G-orbits on QG,p.

Let M be a p-permutation kG-module. Recall from Section 2 that τGP,u(M) is defined as the

value at u of the Brauer character of M [P ]. We extend this F-linearly to obtain a map τGP,u from
FT (G) := F ⊗Z T (G) to F. It is well known that the set of maps τP,u, for (P, u) ∈ [QG,p], is
the set of all distinct F-algebra homomorphisms from FT (G) to F (see e.g. Proposition 2.18 of
[BT10] for details), and hence the primitive idempotents FGP,u of FT (G) are indexed by [QG,p].
The idempotent FGP,u is defined by the property that for any (Q, t) ∈ [QG,p],

τGQ,t(F
G
P,u) =

{
1 if (Q, t) =G (P, u),

0 otherwise .

(b) More generally, we often consider pairs (P, s) where P is a p-group and s is a generator
of a p′-group acting on P . We write P 〈s〉 := P o 〈s〉 for the corresponding semi-direct product.
We say that two pairs (P, s) and (Q, t) are isomorphic and write (P, s) ∼= (Q, t), if there is a group
isomorphism f : P 〈s〉 → Q〈t〉 that sends s to a conjugate of t. The following type of pairs will
play a crucial role in this paper.

3.2 Definition [BY20] A pair (P, s) is called a D∆-pair, if C〈s〉(P ) = 1.
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See [BY20, Proposition 5.6] for more properties of D∆-pairs. Note that for an arbitrary pair
(P, s), the pair (P̃ , s̃) := (PC〈s〉(P )/C〈s〉(P ), sC〈s〉(P )) is a D∆-pair.

3.3 Lemma (i) Let
(
∆(U, γ,W ), (s, t)

)
be a pair of G×K. Then we have (Ũ , s̃) ∼= (W̃ , t̃).

(ii) Let (U, s) be a pair of G and let (W, t) be a pair of K. Suppose that (U, s) ∼= (W, t). Then(
∆(U, γ,W ), (s, t)

)
is a pair of G×K for some group isomorphism γ : W → U .

(iii) Let (U, s) be a pair of G and let (W, t) be a pair of K. Assume that we have (Ũ , s̃) ∼= (W̃ , t̃).
Then (∆(U, γ,W ), (s, t)) is a pair of G×K for some group isomorphism γ : W → U .

Proof (i) The element (s, t) normalizes the group ∆(U, γ,W ) means that s normalizes U , t
normalizes W , and γ( tu) = sγ(u) for all u ∈ U . Set X := N〈s〉×〈t〉(∆(U, γ,W )) 6 〈s〉 × 〈t〉. Then
we have

p1(X) = 〈s〉, p2(X) = 〈t〉, k1(X) = C〈s〉(U), k2(X) = C〈t〉(W ) .

Hence we have a group isomorphism

η : 〈t〉/C〈t〉(W )→ 〈s〉/C〈s〉(U)

that sends tC〈t〉(W ) to sC〈s〉(U). The map

θ : W 〈t〉/C〈t〉(W )→ U〈s〉/C〈s〉(U)

defined as θ(wtiC〈t〉(W )) := γ(w)η(tiC〈t〉(W )) is an isomorphism that sends tC〈t〉(W ) to sC〈s〉(U).

Hence the pairs
(
UC〈s〉(U)/C〈s〉(U), sC〈s〉(U)

)
and

(
WC〈t〉(W )/C〈t〉(W ), tC〈t〉(W )

)
are isomor-

phic. This proves the claim.

(ii) Let f : W 〈t〉 → U〈s〉 be a group isomorphism that sends t to a conjugate of s. Let u ∈ U be
an element with the property that f(t) = usu−1. Let iu−1 denote the automorphism of U induced
by conjugation with u−1 and define γ = iu−1 ◦ f : W → U . We have

γ( tw) = u−1f( tw)u = u−1f(t)f(w)f(t−1)u = su−1f(w)us−1 = sγ(w)

for all w ∈W . This shows that (∆(U, γ,W ), (s, t)) is a pair of G×K.

(iii) By part (ii) there exists a group isomorphism

γ̃ : WC〈t〉(W )/C〈t〉(W )→ UC〈s〉(U)/C〈s〉(U)

with the property that γ̃( t̄w̄) =
s̄
γ̃(w̄) for all w̄ ∈ WC〈t〉(W )/C〈t〉(W ). The map γ̃ induces an

isomorphism γ : W → U with the property that γ( tw) = sγ(w) for all w ∈ W . This means that
(∆(U, γ,W ), (s, t)) is a pair of G×K.

3.4 Notation For any p-permutation kG-module W , we set W̃ := IndG×G∆G W . This defines an
algebra homomorphism from FT (G) to FT∆(G,G).

3.5 Remark Let (P, r) be a pair of G and let
(
∆(U,α, V ), (s, z)

)
be a diagonal pair of G × G.

Then we have

τG×G∆(U,α,V ),(s,z)(F̃
G
P,r) =

{
|CG (P 〈r〉) |, if

(
∆(U,α, V ), (s, z)

)
=G×G

(
∆(P ), (r, r)

)
0, otherwise .
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Indeed, after identifying the group G with ∆G, we can also identify FGP,r ∈ FT (G) via F∆G
∆P,(r,r) ∈

FT (∆G). Therefore by [BT10, Proposition 3.2] we have

IndG×G∆G F∆G
∆P,(r,r) = |CG (P 〈r〉) | · FG×G∆P,(r,r)

which implies the equality above.

3.6 Lemma Let
(
∆(P, γ,Q), (r, u)

)
be a pair of G×K. Then

F̃GP,r ⊗kG F
G×K
∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u = FG×K∆(P,γ,Q),(r,u) in FT∆(G,K) .

Proof Let
(
∆(P ′, γ′, Q′), (r′, u′)

)
be a pair of G×K. Then by Corollary 2.6,

τG×K∆(P ′,γ′,Q′),(r′,u′)

(
F̃GP,r ⊗kG F

G×K
∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u

)
is equal to

1

|G|
∑

(α,V,β)∈ΓG(P ′,γ′,Q′), g∈Gp′
(r′,g)∈NG×G(∆(P ′,α,V ))

(g,u′)∈NG×K(∆(V,β,Q′))

τG×G∆(P ′,α,V ),(r′,g)(F̃
G
P,r) τ

G×K
∆(V,β,Q′),(g,u′)(F

G×K
∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u) .

By Remark 3.5, the evaluation τG×G∆(P ′,α,V ),(r′,g)(F̃
G
P,r) is non-zero if and only if(

∆(P ′, α, V ), (r′, g)
)

=G×G
(
∆P, (r, r)

)
if and only if there exists (g1, g2) ∈ G × G such

that
(
∆( g1P ′, ig1αi

−1
g2
, g2V ), ( g1r′, g2g)

)
=
(
∆P, (r, r)

)
. In that case the above sum can be written

as

1

n|G|
∑

(g1,g2)∈G×G,
g1r′=r

( g
−1
2 r,u′)∈NG×K(∆(V,β,Q′))

|CG(P 〈r〉)| τG×K
∆(

g
−1
2 P,i−1

g2
ig1γ

′,Q′),( g
−1
2 r,u′)

(FG×K∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u) ,

where n is the number of pairs (g1, g2) which satisfy the conditions above when α, V, β and g are
fixed. Now again by Corollary 2.6, the element

τG×K

∆(
g
−1
2 P,i−1

g2
ig1γ

′,Q′),( g
−1
2 r,u′)

(FG×K∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u)

is equal to

1

|K|
∑

(φ,Y,ψ)∈ΓK(
g
−1
2 P,i−1

g2
ig1γ

′,Q′)

k∈Kp′

( g
−1
2 r,k)∈NG×K(∆(

g
−1
2 P,φ,Y ))

(k,u′)∈NK×K(∆(Y,ψ,Q′))

τG×K

∆(
g
−1
2 P,φ,Y ),( g

−1
2 r,k)

(FG×K∆(P,γ,Q),(r,u)) τ
K×K
∆(Y,ψ,Q′),(k,u′)(F̃

K
Q,u) ,

and therefore it is non-zero if and only if there exists k ∈ Kp′ and (φ, Y, ψ) ∈ ΓK( g
−1
2 P, i−1

g2
ig1γ

′, Q′)
such that (

∆( g
−1
2 P, φ, Y ), ( g

−1
2 r, k)

)
=G×K

(
∆(P, γ,Q), (r, u)

)
(1)
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and such that (
∆(Y, ψ,Q′), (k, u′)

)
=K×K

(
∆Q, (u, u)

)
.

The latter implies that there exists (k1, k2) ∈ K ×K such that(
∆( k1Y, ik1ψi

−1
k2
, k2Q′), ( k1k, k2u′)

)
=
(
∆Q, (u, u)

)
.

This, in particular, implies that ψ = i−1
k1
ik2

and hence that φ = i−1
g2
ig1
γ′i−1

k2
ik1

. Therefore the
statement (1) is equivalent to(

∆(
g−1
2 g1P ′, i−1

k1
ik2
γ′i−1

g1
ig2
, k
−1
1 k2Q′), ( g

−1
2 g1r′, k

−1
1 k2u′)

)
=G×K

(
∆(P, γ,Q), (r, u)

)
which is equivalent to

(g−1
2 g1,k

−1
1 k2)(

∆(P ′, γ′, Q′), (r′, u′)
)

=G×K
(
∆(P, γ,Q), (r, u)

)
.

This is clearly equivalent to(
∆(P ′, γ′, Q′), (r′, u′)

)
=G×K

(
∆(P, γ,Q), (r, u)

)
.

This shows that the element F̃GP,r ⊗kG F
G×K
∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u is a non-zero scalar multiple of the

idempotent FG×K∆(P,γ,Q),(r,u), i.e.,

F̃GP,r ⊗kG F
G×K
∆(P,γ,Q),(r,u) ⊗kK F̃KQ,u = λ · FG×K∆(P,γ,Q),(r,u)

for some non-zero λ ∈ F. But multiplying by F̃KQ,u from the right, and by F̃GP,r from the left implies

that λ2 = λ. Hence λ = 1 and the result follows.

The following result will be used in Section 6.

3.7 Theorem Let (P, r) be a pair of G and (Q, u) a pair of K. Then there exists a p-permutation
(kG, kK)-bimodule M all of whose indecomposable direct summands have twisted diagonal ver-
tices, with the property that

F̃GP,r ⊗kGM ⊗kK F̃KQ,u 6= 0

if and only if (P̃ , r̃) ∼= (Q̃, ũ).

Proof Suppose that M is a diagonal p-permutation (kG, kK)-bimodule with the property that

F̃GP,r ⊗kGM ⊗kK F̃KQ,u 6= 0 .

Then there exists a pair (∆(U, γ,W ), (s, t)) of G×K such that

τG×K∆(U,γ,W ),(s,t)(F̃
G
P,r ⊗kGM ⊗kK F̃KQ,u) 6= 0 .
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By Corollary 2.6, there exists (α, V, β) ∈ ΓG(U, γ,W ) and g ∈ G such that

τG×G∆(U,α,V ),(s,g)(F̃
G
P,r) 6= 0 and τG×K∆(V,β,W ),(g,t)(M ⊗kK F̃KQ,u) 6= 0 .

Similarly, there exists (φ, Y, ψ) ∈ ΓK(V, β,W ) and l ∈ K such that

τG×K∆(V,φ,Y ),(g,l)(M) 6= 0 and τK×K∆(Y,ψ,W ),(l,t)(F̃
K
Q,u) 6= 0 .

Since τG×G∆(U,α,V ),(s,g)(F̃
G
P,r) 6= 0, Remark 3.5 implies that the pair (P, r) is G-conjugate to the pair

(V, g). Similarly τK×K∆(Y,ψ,W ),(l,t)(F̃
K
Q,u) 6= 0 implies that the pair (Q, u) is K-conjugate to the pair

(Y, l). Moreover since (∆(V, φ, Y ), (g, l)) is a pair of G×K, Lemma 3.3 implies that (Ṽ , g̃) ∼= (Ỹ , l̃).
Hence we also have (P̃ , r̃) ∼= (Q̃, ũ), as desired.

Now assume that (P̃ , r̃) ∼= (Q̃, ũ). Then by Lemma 3.3, there exists a group isomorphism γ :

Q→ P such that (∆(P, γ,Q), (r, u)) is a pair of G×K. By Lemma 3.6, F̃GP,r⊗kGF
G×K
∆(P,γ,Q),(r,u)⊗kK

F̃KQ,u is nonzero and we are done.

4 Some Clifford theory

The results in this section will be used in Section 8. Let k be an algebraically closed field of positive
characteristic p. Let also N be a finite group with a normal subgroup C such that N/C is a cyclic
p′-group 〈u〉.

4.1 Theorem (i) Any N -invariant projective indecomposable kC-module F can be extended to
a projective indecomposable kN -module E. Moreover, IndNCF

∼=
⊕

λ:〈u〉→k× Eλ where Eλ =

E ⊗k InfNN/Ckλ.

(ii) If M is a projective indecomposable kN -module such that ResNCM admits an N -invariant
indecomposable summand F , then F = ResNCM , that is, ResNCM is indecomposable.

Proof (i) Let F be an N -invariant indecomposable projective kC-module and set S = F/J(F ).

By [F82, Chapter III, Theorem 2.14], we can extend S to a simple kN -module Ŝ, with projective

cover E. For a group isomorphism λ : 〈u〉 → k×, we set Ŝλ = Ŝ ⊗k InfNN/Ckλ. Then Ŝλ is a simple

kN -module with projective cover Eλ = E ⊗k InfNN/Ckλ.

The simple kN -modules Ŝλ are all distinct. Equivalently, if λ : 〈u〉 → k× is a non-trivial

character, then Ŝ and Ŝλ are not isomorphic. Indeed, if ϕ : Ŝ → Ŝλ is an isomorphism of kN -
modules, then the restriction of ϕ to kC is an automorphism of S as a kC-module, hence it is a
scalar multiple of the identity of S, by Schur’s lemma. So there exists µ ∈ k× such that ϕ(v) = µv

for any v ∈ S. Now since ϕ : Ŝ → Ŝλ is a morphism of kN -modules, for any x ∈ N and v ∈ S, we
have

ϕ(x · v) = λ(x)x · ϕ(v) ,

where x is the image of x in 〈u〉. So we get that µx · v = λ(x)µx · v, hence λ(x) = 1, so λ = 1.
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Now HomkN (IndNCF, Ŝλ) ∼= HomkC(F, S) is one dimensional. Hence there is a non-zero mor-

phism of kN -modules ψ : IndNCF → Ŝλ, which is surjective since Ŝλ is simple. Since IndNCF is
projective, it follows that ψ can be lifted to θ : IndNCF → Eλ, and θ is surjective, because Eλ is a

projective cover of Ŝλ. Hence θ splits, and it follows that Eλ is a direct summand of IndNCF .

Since the modules Ŝλ are all distinct, the modules Eλ are all distinct as well, and it follows
that ⊕λEλ is a direct summand of IndNCF . Since 〈u〉 is a p′-group, this implies in particular that

|u|dimk E = dimk(⊕λEλ) 6 |N : C|dimk F = |u|dimk F ,

so dimk E 6 dimk F .
But on the other hand, the surjection E → Ŝ restricts to a surjection of kC-modules

ResNCE → S. Since ResNCE is projective, we get as above that the projective cover F of S is
a direct summand of ResNCE. In particular, dimk F 6 dimk E. It follows that dimk E = dimk F
and this proves (i).

(ii) Let M be a projective indecomposable kN -module such that ResNCM admits an N -invariant
indecomposable summand F . Then as above, the simple kC-module S = F/J(F ) can be extended

to a simple kN -module Ŝ with projective cover E, and the simple kN -modules Ŝλ are all distinct.
Now

HomkN (IndNC S, Ŝλ) ∼= HomkC(S, S)

is one dimensional, so there is a non-zero morphism IndNC S → Ŝλ which is surjective since Ŝλ is
simple. It follows that we have a surjective morphism of kN -modules

σ : IndNC S →
⊕
λ

Ŝλ .

But these two modules have the same dimension |u|dimk S, so σ is an isomorphism. In particular
IndNC S is semisimple.

Since F is a direct summand of ResNCM , we get a non-zero morphism ResNCM → S, hence
a non-zero morphism M → IndNC S. The image L of this morphism is a semisimple quotient
of M , which is projective and indecomposable. Hence L is simple, and isomorphic to one of the
modules Ŝλ. Then M ∼= Eλ and F = ResNCM . This proves (ii).

5 An equivalence of categories

Let A be an abelian category with arbitrary direct sums. Recall that an object P of A is called
compact if for any family (Xi)i∈I of objects of A, the natural morphism⊕

i∈I
HomA(P,Xi)→ HomA(P,

⊕
i∈I

Xi)

is an isomorphism. The following is well-known to specialists. We include the proof for the
convenience of the reader.

5.1 Theorem Let R be a commutative ring and A an R-linear abelian category with arbitrary
direct sums. Let moreover P be a set of objects of A with the following properties:

13



(i) If P ∈ P, then P is projective and compact in A.

(ii) The set P generates A, i.e., for any object X of A, there exists a family (Pj)j∈J of elements
of P, and an epimorphism ⊕j∈JPj � X in A.

Let FunR(Pop,RMod) be the category of R-linear contravariant functors from the full subcat-
egory P of A to the category of R-modules. Then the functor

H : X ∈ A 7→ HX = HomA(−, X) ∈ FunR(Pop,RMod)

is an equivalence of R-linear abelian categories.

Proof We first show that H is fully faithful. Let X be an object of A. By Condition (ii), there
exists an exact sequence in A of the form

⊕j∈JQj −→ ⊕i∈IPi −→ X −→ 0 , (2)

where (Qj)j∈J and (Pi)i∈I are families of elements of P. Now if P ∈ P, then applying the functor
HomA(P,−) gives an exact sequence of R-modules

HomA(P,⊕j∈JQj) −→ HomA(P,⊕i∈IPi) −→ HomA(P,X) −→ 0 ,

since P is projective in A. Since moreover P is compact in A, this exact sequence is naturally
isomorphic to the exact sequence

⊕j∈JHomA(P,Qj) −→ ⊕i∈IHomA(P, Pi) −→ HomA(P,X) −→ 0 .

In other words, we get an exact sequence in the category F = FunR(Pop,RMod)

⊕j∈JHQj −→ ⊕i∈IHPi −→ HX −→ 0 .

Now for any object Y of A, applying the functor HomF (−, HY ) to this sequence gives the exact
sequence

0 −→ HomF (HX , HY ) −→ HomF (⊕i∈IHPi , HY ) −→ HomF (⊕j∈JHQj , HY )

of R-modules. This sequence is naturally isomorphic to

0 −→ HomF (HX , HY ) −→
∏
i∈I

HomF (HPi , HY ) −→
∏
j∈J

HomF (HQj , HY ) .

Now by the Yoneda lemma, for each P ∈ P, we get a natural isomorphism HomF (HP , HY ) ∼=
HY (P ) = HomA(P, Y ), so the previous sequence is isomorphic to

0 −→ HomF (HX , HY ) −→
∏
i∈I

HomA(Pi, Y ) −→
∏
j∈J

HomA(Qj , Y ) ,

or in other words to the sequence

0 −→ HomF (HX , HY ) −→ HomA(⊕i∈IPi, Y ) −→ HomA(⊕j∈JQj , Y ) . (3)

Now applying the functor HomA(−, Y ) to the exact sequence (2) gives the exact sequence

0 −→ HomA(X,Y ) −→ HomA(⊕i∈IPi, Y ) −→ HomA(⊕j∈JQj , Y ) . (4)

Moreover, the exact sequences (3) and (4) fit into a commutative diagram
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0 HomA(X,Y ) HomA(⊕i∈IPi, Y ) HomA(⊕j∈JQj , Y )

0 HomF (HX , HY ) HomA(⊕i∈IPi, Y ) HomA(⊕j∈JQj , Y )

= =

of R-modules. It follows that the vertical arrow HomA(X,Y ) −→ HomF (HX , HY ) is an isomor-
phism for any objects X and Y of A. In other words, the functor H is fully faithful as was to be
shown.

We now prove that H is essentially surjective. Let F be any object of F = FunR(Pop,RMod).
For every P ∈ P we choose a generating set sP of F (P ) as an R-module. By the Yoneda lemma
again, we have an isomorphism HomF (HP , F ) ∼= F (P ) from which we get a morphism

⊕P∈P ⊕s∈sP HP −→ F , (5)

which is an epimorphism as sP generates F (P ) for any P ∈ P. Now since P consists of compact
objects of A, we have an isomorphism

⊕P∈P ⊕s∈sP HomA(−, P ) ∼= HomA(−,⊕P∈P ⊕s∈sP P )

in F , in other words an isomorphism ⊕P∈P ⊕s∈sP HP
∼= HX where X = ⊕P∈P ⊕s∈sP P .

So for any F ∈ F , there exists X ∈ A and an epimorphism HX � F in F as in (5). Then
there exists Y ∈ A and an exact sequence

HY −→ HX −→ F −→ 0

in F . Since the functor H is fully faithful by the first part of the proof, the left arrow HY → HX

in this sequence is induced by a morphism f : Y → X in A. Let Z be the cokernel of f in A. The
exact sequence

Y X Z 0
f

in A gives an exact sequence HY −→ HX −→ HZ −→ 0 in F , because P consists of projective
objects of A. It follows that HZ is isomorphic to the cokernel of HY −→ HX in F , that is HZ

∼= F .
It follows that the functor H is essentially surjective, which completes the proof of the theorem.

6 Semisimplicity of the functor category

Recall that k denotes an algebraically closed field of positive characteristic p and F denotes an
algebraically closed field of characteristic zero. We recall from the introduction the definition of
diagonal p-permutation functors over F.

6.1 Definition Let Fpp∆
k be the category with

� objects: finite groups

� MorFpp∆
k

(G,H) = F⊗Z T
∆(H,G) = FT∆(H,G).
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An F-linear functor from Fpp∆
k to FMod is called a diagonal p-permutation functor over F. Diagonal

p-permutation functors form an abelian category F∆
Fppk .

Let G be a finite group and let (P, r) be a pair of G. Then the element F̃GP,r is an idem-

potent of FT∆(G,G) which is the endomorphism algebra of the representable functor FT∆
G . Let

FT∆
G F̃

G
P,r denote the corresponding direct summand of the functor FT∆

G . For any finite group H,

the evaluation FT∆
G F̃

G
P,r(H) is given by

FT∆
G F̃

G
P,r(H) = FT∆(H,G)F̃GP,r := {X ⊗kG F̃GP,r : X ∈ FT∆(H,G)} .

6.2 Lemma Let G and K be finite groups. Let (P, r) be a pair of G and (Q, u) a pair of K. Let
F ∈ F∆

Fppk be a diagonal p-permutation functor over F. Let also the relation ≡ denote natural
isomorphism.

(i) We have HomF∆
Fppk

(FT∆
G F̃

G
P,r, F ) ≡ F (G)F̃

G
P,r := {m ∈ F (G) : F (F̃GP,r)(m) = m}.

(ii) We have HomF∆
Fppk

(FT∆
G F̃

G
P,r,FT∆

K ) ≡ F̃GP,rFT∆(G,K).

(iii) We have HomF∆
Fppk

(FT∆
G F̃

G
P,r,FT∆

K F̃
K
Q,u) ≡ F̃GP,rFT∆(G,K)F̃KQ,u.

Proof Let Φ ∈ HomF∆
Fppk

(FT∆
G F̃

G
P,r, F ) be a natural transformation. One shows that Φ is com-

pletely determined by ΦG(F̃GP,r) =: m ∈ F (G). Moreover, we have F (F̃GP,r)(m) = m and hence

m ∈ F (G)F̃
G
P,r . One can also show that every m ∈ F (G)F̃

G
P,r determines a natural transformation.

This proves the statement (i).
Statements (ii) and (iii) are proved similarly.

6.3 Lemma Let (P, r) be a pair of G. The functor FT∆
G F̃

G
P,r is compact and projective in F∆

Fppk .

Proof The functor FT∆
G F̃

G
P,r is a direct summand of the projective functor FT∆

G . Hence it is

projective as well. Let {Fi} be a set of objects of F∆
Fppk . By Lemma 6.2(i) there is an isomorphism⊕

i

Hom(FT∆
G F̃

G
P,r, Fi)→ Hom

(
FT∆

G F̃
G
P,r,

⊕
i

Fi
)

in F∆
Fppk . Hence FT∆

G F̃
G
P,r is compact as well.

6.4 Proposition Every functor in F∆
Fppk is a quotient of a direct sum of representable functors of

the form FT∆
Q〈v〉F̃

Q〈v〉
Q,v where (Q, v) is a D∆-pair.

Proof Since the representable functors generate the functor category F∆
Fppk , it suffices to prove the

statement for the representable functors. Let G be a finite group and consider the representable
functor FT∆

G .
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If the essential algebra FT∆(G,G)/
(∑

|H|<|G| FT∆(G,H) ◦ FT∆(H,G)
)

at G vanishes, then

the identity morphism of the functor FT∆
G can be written as a sum of morphisms ai ◦ bi, where

bi : G→ Ki, ai : Ki → G and |Ki| < |G|. Equivalently, the functor FT∆
G is a quotient of the direct

sum ⊕iFT∆
Ki

. By induction on the order of G, we can assume that the essential algebra at G does

not vanish, i.e., G = L〈u〉 for some D∆-pair (L, u) (see [BY20, Theorem 3.3]).

Now the identity map of FT∆
G is equal to the sum of the idempotents F̃GP,r where (P, r) runs in

a set of conjugacy classes of pairs of G. If P 〈r〉 6= G, then the idempotent FGP,r is induced from a

proper subgroup and hence F̃GP,r factors through this subgroup. If P 〈r〉 = G, then P = L and 〈r〉
is conjugate to 〈u〉. In particular, (P, r) is a D∆-pair. The result follows by induction on |G|.

6.5 Notation Let P denote the full subcategory of F∆
Fppk consisting of the functors FT∆

L〈u〉F̃
L〈u〉
L,u ,

where (L, u) runs through a set of isomorphism classes of D∆-pairs.

6.6 Corollary The functor from F∆
Fppk to FunF(Pop, FMod) sending a functor X to the repre-

sentable functor HomF∆
Fppk

(−, X) is an equivalence of categories.

Proof This follows from Lemma 6.3, Proposition 6.4 and Theorem 5.1.

Let (L, u) and (M,v) be D∆-pairs. By Lemma 6.2 we have

HomP
(
FT∆

L〈u〉F̃
L〈u〉
L,u ,FT∆

M〈v〉F̃
M〈v〉
M,v

)
≡ F̃L〈u〉L,u FT∆(L〈u〉,M〈v〉)F̃M〈v〉M,v .

Therefore the category Pop is isomorphic to the following category.

6.7 Definition Let D∆ denote the following category:

� objects are the isomorphism classes of D∆-pairs.

� HomD∆

(
(L, u), (M,v)

)
= F̃

M〈v〉
M,v FT∆(L〈u〉,M〈v〉)F̃L〈u〉L,u .

It follows from Theorem 3.7 that F̃
L〈u〉
L,u FT∆(L〈u〉,M〈v〉)F̃M〈v〉M,v is non-zero if and only if

(L, u) and (M,v) are isomorphic. Hence our next aim is to understand the structure of

F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u . We start with some preliminary results.

6.8 Notation (i) Let Autu(L) denote the set of automorphisms f of L with the property that
f( ul) = uf(l).

(ii) Let Inn(CL〈u〉(u)) denote the normal subgroup of Autu(L) consisting of conjugations in-
duced by the elements of CL〈u〉(u).

(iii) Let Aut(L, u) denote the set of automorphisms of L〈u〉 that sends u to a conjugate of u.

(iv) Let Inn(L〈u〉) denote the normal subgroup of Aut(L, u) consisting of conjugations induced
by elements of L〈u〉.

(v) Set Out(L, u) := Aut(L, u)/Inn(L〈u〉).

17



6.9 Remark For any f ∈ Autu(L) the pair
(
∆(L, f, L), (u, u)

)
is a pair of L〈u〉. Moreover, for

any f1, f2 ∈ Autu(L) the pairs
(
∆(L, f1, L), (u, u)

)
and

(
∆(L, f2, L), (u, u)

)
are conjugate if and

only if f1f
−1
2 ∈ Inn(CL〈u〉(u)).

We extend any f ∈ Autu(L) to f ∈ Aut(L〈u〉) by defining f(lui) := f(l)ui. This induces an
embedding Autu(L) ↪→ Aut(L, u). We identify Autu(L) by its image in Aut(L, u).

6.10 Lemma We have Out(L, u) ∼= Autu(L)/Inn(CL〈u〉(u)).

Proof Let φ ∈ Aut(L, u) be an automorphism and let g ∈ L〈u〉 be an element with the property
that φ(u) = gu. Set f := ig−1 ◦φ. Then f ∈ Autu(L) and φ = ig ◦ f ∈ Aut(L, u). This shows that
Aut(L, u) = Inn(L〈u〉)Autu(L). We also have

Inn(L〈u〉) ∩Autu(L) = Inn(CL〈u〉(u)) .

Hence the result follows from the second isomorphism theorem.

6.11 Lemma Let (∆(P, π, L), (s, u)) be a pair of G×L〈u〉, let γ1, γ2 ∈ Autu(L), let x ∈ CL〈u〉(u)
and let z ∈ L〈u〉.

(i) The subgroups ∆(P, πγ1, L) and ∆(P, πizγ1, L) of G× L〈u〉 are conjugate.

(ii) The pairs (∆(P, πγ1, L), (s, u)) and (∆(P, πixγ1, L), (s, u)) of G× L〈u〉 are conjugate.

(iii) The pairs
(
∆(L, γ2ixγ1, L), (u, u)

)
and

(
∆(L, γ2γ1, L), (u, u)

)
of L〈u〉×L〈u〉 are conjugate.

Proof Let a := γ−1
1 (z−1). Then we have

(1,a)
∆(P, πγ1, L) = ∆(P, πizγ1, L)

which proves (i). The other parts are proved similarly.

6.12 Lemma Let G be a finite group and (L, u) a D∆-pair. Let
(
∆(P, φ, L), (s, u)

)
be a pair of

G× L〈u〉 and let
(
∆(L, γ, L), (u, u)

)
be a pair of L〈u〉 × L〈u〉. Then

F
G×L〈u〉
∆(P,φ,L),(s,u) ⊗kL〈u〉 F

L〈u〉×L〈u〉
∆(L,γ,L),(u,u) =

1

|Z(L〈u〉)|
F
G×L〈u〉
∆(P,φγ,L),(s,u) in FT∆(G,L〈u〉) .

Proof Using Corollary 2.6 one shows that if
(
∆(R, σ, L), (t, ui)

)
is a pair of G × L〈u〉 with the

property that

τ
G×L〈u〉
∆(R,σ,L),(t,ui)

(
F
G×L〈u〉
∆(P,φ,L),(s,u) ⊗kL〈u〉 F

L〈u〉×L〈u〉
∆(L,γ,L),(u,u)

)
6= 0

then
(
∆(R, σ, L), (t, ui)

)
is conjugate to a pair of the form

(
∆(P, φixγ, L), (s, u)

)
where x ∈

CL〈u〉(u). Lemma 6.11 implies that in this case that the pair
(
∆(R, σ, L), (t, ui)

)
is conjugate

to
(
∆(P, φγ, L), (s, u)

)
.
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Now by Corollary 2.6 again, we have

τ
G×L〈u〉
∆(P,φγ,L),(s,u)

(
F
G×L〈u〉
∆(P,φ,L),(s,u) ⊗kL〈u〉 F

L〈u〉×L〈u〉
∆(L,γ,L),(u,u)

)
=

1

|L〈u〉|
∑

(α,L,β)∈ΓL〈u〉(P,φγ,L)

c∈〈u〉
(s,c)∈NG×L〈u〉(∆(P,α,L))

(c,u)∈NL〈u〉×L〈u〉(∆(L,β,L))

τ
G×L〈u〉
∆(P,α,L),(s,c)

(
F
G×L〈u〉
∆(P,φ,L),(s,u)

)
τ
L〈u〉×L〈u〉
∆(L,β,L),(c,u)

(
F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u)

)
.

The product

τ
G×L〈u〉
∆(P,α,L),(s,c)

(
F
G×L〈u〉
∆(P,φ,L),(s,u)

)
τ
L〈u〉×L〈u〉
∆(L,β,L),(c,u)

(
F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u)

)
is non-zero if and only if there exist g ∈ G and l1, l2, l3 ∈ L〈u〉 such that(

∆(P, α, L), (s, c)
)

=
(g,l1)(

∆(P, φ, L), (s, u)
)

=
(
∆( gP, igφi

−1
l1
, L), ( gs, l1u)

)
and (

∆(L, β, L), (c, u)
)

=
(l2,l3)(

∆(L, γ, L), (u, u)
)

=
(
∆(L, il2γi

−1
l3
, L), ( l2u, l3u)

)
hold. These conditions imply that

g ∈ NG(P, s) , l3, l
−1
2 l1 ∈ CL〈u〉(u) , α = igφi

−1
l1

and β = il2γi
−1
l3
.

Moreover, the condition that φγ = αβ implies that

φγ = igφγix

as maps from L to P , where x = γ−1(l−1
1 l2)l−1

3 .
The number of quadruples (g, l1, l2, l3) that satisfy these conditions is

|CG(P, s)||CL〈u〉(u)|2|L〈u〉| ,

where CG(P, s) := NG(P, s)∩CG(P ). However, when (α,L, β) ∈ ΓL〈u〉 and c ∈ 〈u〉 are fixed there
are |CL〈u〉(u)|2|Z(L〈u〉)||CG(P, s)| quadruples with these properties. Therefore, we have

τ
G×L〈u〉
∆(P,φγ,L),(s,u)

(
F
G×L〈u〉
∆(P,φ,L),(s,u) ⊗kL〈u〉 F

L〈u〉×L〈u〉
∆(L,γ,L),(u,u)

)
=

|CG(P, s)||CL〈u〉(u)|2|L〈u〉|
|L〈u〉||CL〈u〉(u)|2|Z(L〈u〉)||CG(P, s)|

=
1

|Z(L〈u〉)|
.

This completes the proof.

6.13 Proposition Let (L, u) be a D∆-pair. Then F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u is equal to the

F-algebra generated by the elements of the form F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u). In particular, the F-dimension of

F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u is equal to the cardinality of Out(L, u).
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Proof Let
(
∆(L, γ, L), (ui, uj)

)
be a pair of L〈u〉 × L〈u〉 such that

F̃
L〈u〉
L,u F

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)F̃

L〈u〉
L,u 6= 0 .

Then there exists a pair
(
∆(L,ϕ, L), (s, t)

)
of L〈u〉 × L〈u〉 such that

τ
L〈u〉×L〈u〉
∆(L,ϕ,L),(s,t)

(
F̃
L〈u〉
L,u F

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)F̃

L〈u〉
L,u

)
6= 0 .

By Corollary 2.6, there exists (α,L, β) ∈ ΓL〈u〉(L,ϕ, L) and a ∈ 〈u〉 such that (s, a) ∈
NL〈u〉×L〈u〉(∆(L,α, L), (a, t) ∈ NL〈u〉×L〈u〉(∆(L, β, L) and

τ
L〈u〉×L〈u〉
∆(L,α,L),(s,a)

(
F̃
L〈u〉
L,u

)
· τL〈u〉×L〈u〉∆(L,β,L),(a,t)

(
F
L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)F̃

L〈u〉
L,u

)
6= 0 .

This implies, in particular, that(
∆(L,α, L), (s, a)

)
=L〈u〉×L〈u〉

(
∆L, (u, u)

)
. (6)

Moreover, applying Corollary 2.6 again, there exists (φ,L, ψ) ∈ ΓL〈u〉(L, β, L) and b ∈ 〈u〉 such
that (a, b) ∈ NL〈u〉×L〈u〉(∆(L, φ, L), (b, t) ∈ NL〈u〉×L〈u〉(∆(L,ψ, L) and

τ
L〈u〉×L〈u〉
∆(L,φ,L),(a,b)

(
F
L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)

)
· τL〈u〉×L〈u〉∆(L,ψ,L),(b,t)

(
F̃
L〈u〉
L,u

)
6= 0 .

Therefore (
∆(L, φ, L), (a, b)

)
=L〈u〉×L〈u〉

(
∆(L, γ, L), (ui, uj)

)
(7)

and (
∆(L,ψ, L), (b, t)

)
=L〈u〉×L〈u〉

(
∆L, (u, u)

)
. (8)

Now using the conditions (6), (7) and (8) one shows that(
∆(L,ϕ, L), (s, t)

)
=L〈u〉×L〈u〉

(
∆(L, γ, L), (ui, uj)

)
.

This means that the algebra maps τ
L〈u〉×L〈u〉
∆(L,ϕ,L),(s,t) and τ

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj) are equal and hence we can

replace the pair
(
∆(L,ϕ, L), (s, t)

)
by the pair

(
∆(L, γ, L), (ui, uj)

)
. But then again the conditions

above imply that there exist l1, l2 ∈ L〈u〉 such that ui = l1u and uj = l2u. Therefore we have

(l−1
1 ,l−1

2 )(
∆(L, γ, L), (ui, uj)

)
=
(
∆(L, i−1

l1
γil2 , L), (u, u)

)
.

This shows that F̃
L〈u〉
L,u F

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)F̃

L〈u〉
L,u is non-zero if and only if the pair

(
∆(L, γ, L), (ui, uj)

)
is conjugate to a pair of the form

(
∆(L, γ′, L), (u, u)

)
, and in that case, by Lemma 3.6,

F̃
L〈u〉
L,u F

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj)F̃

L〈u〉
L,u is equal to F

L〈u〉×L〈u〉
∆(L,γ,L),(ui,uj). This proves the first claim. The second

claim follows now from Remark 6.9 and Lemma 6.10.
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6.14 Corollary The map

F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u → FOut(L, u)

F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u) 7→

1

|Z(L〈u〉)|
γ

is an algebra isomorphism.

Proof This follows from Lemma 6.12 and Proposition 6.13.

6.15 Corollary The category F∆
Fppk is semisimple. Moreover, the simple diagonal p-permutation

functors, up to isomorphism, are parametrized by the isomorphism classes of triples (L, u, V ) where
(L, u) is a D∆-pair, and V is a simple FOut(L, u)-module.

Proof By Corollary 6.6, the category F∆
Fppk is equivalent to FunF(D∆, FMod). By Theorem 3.7

the category D∆ is a product of the categories D∆(L, u) where D∆(L, u) is a category with one

object, a D∆-pair (L, u) up to isomorphism, and hom set F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u . The result

now follows from Corollary 6.14.

7 More on simple functors

Let (L, u) be a D∆-pair and let V be a simple FOut(L, u)-module. Let EL,u :=

F̃
L〈u〉
L,u FT∆(L〈u〉, L〈u〉)F̃L〈u〉L,u . We can consider V as an EL,u-module via the isomorphism in Corol-

lary 6.14. Let eV denote a primitive idempotent of FOut(L, u) such that V is isomorphic to
FOut(L, u)eV . Then the simple diagonal p-permutation functor SL,u,V that correspond to the
triple (L, u, V ) is SL,u,V = FT∆

L,ueV . More precisely, for any finite group G, we have

SL,u,V (G) = FT∆(G,L〈u〉)eV = {X ⊗kL〈u〉 eV |X ∈ FT∆(G,L〈u〉)} .

Our aim is to give a more precise description for the evaluation SL,u,V (G).

7.1 Let M := FT∆(G,L〈u〉)F̃L〈u〉L,u . Note that M is an (FT∆(G,G), EL,u)-bimodule. Hence via

the isomorphism in Corollary 6.14, M can be viewed as an (FT∆(G,G),FOut(L, u))-bimodule.
Note that ∑

(P,s)∈[QG,p]

FGP,s = [k] ∈ FT (G)

implies that the sum ∑
(P,s)∈[QG,p]

F̃GP,s = [kG] ∈ FT∆(G,G)
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is equal to the identity element of FT∆(G,G). This means that we have the decomposition

M =
⊕

(P,s)∈[QG,p]

F̃GP,sM =
⊕

(P,s)∈[QG,p]

F̃GP,sFT
∆(G,L〈u〉)F̃L〈u〉L,u

as F-vector spaces. Note that Theorem 3.7 implies that F̃GP,sM = 0 unless (P̃ , s̃) ∼= (L, u). Hence
as F-vector spaces, we have

M =
∑

(P,s)∈[QG,p]

(P̃ ,s̃)∼=(L,u)

F̃GP,sFT
∆(G,L〈u〉)F̃L〈u〉L,u .

7.2 (a) Let (P, s) be a pair of G with the property that (P̃ , s̃) ∼= (L, u). Using Corollary 2.6 one
shows that if

(
∆(R, γ, L), (t, ui)

)
is a pair of G× L〈u〉 with the property that

F̃GP,sF
G×L〈u〉
∆(R,γ,L),(t,ui)F̃

L〈u〉
L,u 6= 0

then the pair
(
∆(R, γ, L), (t, ui)

)
is conjugate to a pair of the form

(
∆(P, φ, L), (s, u)

)
. But then

Lemma 3.6 further implies that F̃GP,sFT∆(G,L〈u〉)F̃L〈u〉L,u is generated by the elements of the form

F
G×L〈u〉
∆(P,φ,L),(s,u).

(b) Fix an isomorphism φP,s : L → P satisfying φP,s(
ul) = sφP,s(l) for all l ∈ L. Note that

the existence of such an isomorphism follows from Lemma 3.3. For any g ∈ NG(P, s), the map
φ−1
P,s ◦ ig ◦ φP,s belongs to Autu(L). Therefore we have a group homomorphism

NG(P, s)→ Out(L, u) (9)

that sends g ∈ NG(P, s) to the image of φ−1
P,s ◦ ig ◦ φP,s in Out(L, u). This allows us to define

an FNG(P, s)-module structure on any FOut(L, u)-module. Let N denote the image of NG(P, s)
under this homomorphism and set

eP,s :=
1

|N |
∑
n∈N

n .

7.3 Proposition Let G be a finite group and let (L, u) be a D∆-pair. The map

Ψ : F̃GP,sFT
∆(G,L〈u〉)F̃L〈u〉L,u → eP,sFOut(L, u)

F
G×L〈u〉
∆(P,φ,L),(s,u) 7→ eP,sφ

−1
P,sφ

is an isomorphism of right FOut(L, u)-modules where · denotes the image in Out(L, u).

Proof First we show that the map Ψ is well-defined. Let (∆(P, φ, L), (s, u)) and (∆(P, σ, L), (s, u))
be two conjugate pairs of G× L〈u〉. Then there exists (g, l) ∈ G× L〈u〉 such that

(∆(P, φ, L), (s, u)) =
(g,l)(

∆(P, σ, L), (s, u)
)
.
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This means that g ∈ NG(P, s), l ∈ CL〈u〉(u) and φ = igσi
−1
l . Therefore we have

Ψ(F
G×L〈u〉
∆(P,φ,L),(s,u)) = eP,sφ

−1
P,sφ = eP,sφ

−1
P,sigσi

−1
l

=
1

|N |
∑
n∈N

nφ−1
P,sigσi

−1
l

=
1

|N |
∑
n∈N

nφ−1
P,sigφP,s · φ

−1
P,sσi

−1
l

=
1

|N |
∑
n∈N

nφ−1
P,sσ

= Ψ(F
G×L〈u〉
∆(P,σ,L),(s,u)) .

This proves the well-definedness. The map Ψ is clearly surjective. For the injectivity, assume that

Ψ

∑
φ

λφF
G×L〈u〉
∆(P,φ,L),(s,u)

 = 0 (10)

where λφ ∈ F and where the sum runs over a set of isomorphisms φ : L → P such that the

idempotents F
G×L〈u〉
∆(P,φ,L),(s,u) are all distinct. This implies that

∑
φ

λφ

(∑
n∈N

nφ−1
P,sφ

)
= 0 . (11)

Now if φ and σ are isomorphisms L→ P that appear in (11), and if m,n ∈ N such that

nφ−1
P,sφ = mφ−1

P,sσ ,

then there exist g ∈ NG(P, s) and l ∈ CL〈u〉(u) such that

φ−1
P,s ◦ ig ◦ φP,s ◦ φ

−1
P,s ◦ φ = φ−1

P,s ◦ σ ◦ il

which implies that ig◦φ◦i−1
l = σ. Therefore the pairs (∆(P, φ, L), (s, u)) and (∆(P, σ, L), (s, u)) are

conjugate and hence F
G×L〈u〉
∆(P,φ,L),(s,u) = F

G×L〈u〉
∆(P,σ,L),(s,u). Since the idempotents in (10) are chosen to be

distinct, this implies that φ = σ and so n = m. This shows that the elements nφ−1
P,sφ ∈ Out(L, u)

in (11) are distinct. Therefore we have λφ = 0 for any φ in the sum. This shows that the map Ψ is
injective and hence an isomorphism of F-vector spaces. The right Out(L, u)-module structure on

F̃GP,sFT∆(G,L〈u〉)F̃L〈u〉L,u is given via the algebra isomorphism in Corollary 6.14 and hence Lemma

6.12 implies that the map Φ is also an FOut(L, u)-module homomorphism.

We define an FNG(P, s)-module structure on the simple FOut(L, u)-module V via the ho-

momorphism in (9). Proposition 7.3 implies that the vector space F̃GP,sFT∆(G,L〈u〉)F̃L〈u〉L,u eV is

isomorphic to the space of NG(P, s)-fixed points V NG(P,s) of V . We proved the following.
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7.4 Corollary For any finite group G, we have

SL,u,V (G) ∼=
⊕

(P,s)∈[QG,p]

(P̃ ,s̃)∼=(L,u)

V NG(P,s) .

7.5 Remark For p-groups G and H, the F-vector space FT∆(G,H) is canonically isomorphic
to FB∆(G,H), the F-linear extension of the Burnside group of bifree (G,H)-bisets. Moreover,
through this isomorphism, the tensor product of bimodules becomes the composition of bisets.
Hence diagonal p-permutation functors restricted to p-groups are precisely global Mackey functors
restricted to p-groups (see [W93] for more information on global Mackey functors).

For a simple diagonal p-permutation functor SL,1,V and a p-group G, the isomorphism in
Corollary 7.4 becomes

SL,1,V (G) ∼=
⊕
P∼=L

V NG(P )

where P runs through the subgroups of G up to conjugation, and we recover the formula for the
evaluations of simple global Mackey functors (see [W93], Theorem 2.6(ii)]).

8 Blocks as functors

In this section, G denotes a finite group and b a block idempotent of kG. For an arbitrary
commutative ring of coefficients R, we define the the block diagonal p-permutation functor RT∆

G,b

as

RT∆
G,b : Rpp∆

k → RMod

H 7→ RT∆(H,G)⊗kG kGb .

Our aim in this section is to describe the functor FT∆
G,b in terms of the simple functors SL,u,V . We

first make a remark for the case of an arbitrary R.

8.1 Remark Let D be a defect group of b and let i ∈ (kGb)D be a source idempotent of b.
The source algebra ikGi of b is an interior D-algebra and for any finite group H we denote by
RT∆(H, ikGi) the Grothendieck group of (kH, ikGi)-bimodules whose restriction to H ×D lies in
RT∆(H,D).

By [P81] the map sending a kGb-module M to the ikGi-module iM induces a Morita equiva-
lence between kGbmod and ikGimod. Hence we have a Morita equivalence between kHmodkGb and

kHmodikGi given by a p-permutation bimodule in RT∆(kH, kG). It follows that the functor RT∆
G,b

is isomorphic to the diagonal p-permutation functor RT∆(−, ikGi). This means in particular that
the functor RT∆

G,b depends only on the source algebra of b. By [P88], the source algebra of b
determines the G-conjugacy classes of local points on kGb and one of our aims in the rest of this
section is to give a description of the multiplicities of the simple functors in FT∆

G,b in terms of the
local points on kGb (see Theorem 8.22).

8.2 Let (L, u) be a D∆-pair and V a simple FOut(L, u)-module. We set

Mult(G, b, L, u, V ) := kGb⊗kG FT∆(G,L〈u〉)⊗kL〈u〉 F̃
L〈u〉
L,u eV ,
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where eV is an idempotent of FOut(L, u) such that V ∼= FOut(L, u)eV .
By the Yoneda lemma we have

HomF∆
ppk

(FT∆
G , SL,u,V ) ∼= SL,u,V (G) .

Therefore Schur’s lemma implies that the multiplicity of the simple functor SL,u,V in the repre-
sentable functor FT∆

G is equal to

dimF (SL,u,V (G)) = dimF

(
FT∆(G,L〈u〉)⊗kL〈u〉 F̃

L〈u〉
L,u eV

)
.

This implies that the multiplicity of SL,u,V in the functor FT∆
G,b is equal to

dimF (Mult(G, b, L, u, V )) .

Our aim in this section is to give a description of Mult(G, b, L, u, V ). First, we give a description

of kGb⊗kG FT∆(G,L〈u〉)⊗kL〈u〉 F̃
L〈u〉
L,u .

8.3 Let M be a (kG, kL〈u〉)-bimodule and let ∆(P, π, L) be a twisted diagonal subgroup
of G × L〈u〉. The Brauer quotient of kGb ⊗kG M ∼= bM at ∆(P, π, L) is isomor-
phic to BrP (b)M [∆(P, π, L)]. By [Br85], this implies, in particular, that any element of

bFT∆(G,L〈u〉)F̃L〈u〉L,u is a linear combination of the elements of the form

mP,π,E := M (∆(P, π, L), E) F̃
L〈u〉
L,u ,

where π : L → P 6 G is a group isomorphism, E is a projective indecomposable
kNG×L〈u〉 (∆(P, π, L)) /∆(P, π, L)-module, and M (∆(P, π, L), E) is the unique, up to iso-
morphism, indecomposable p-permutation (kG, kL〈u〉)-bimodule whose Brauer quotient at
∆(P, π, L) is isomorphic to E.

8.4 (a) Let P(G,L, u) denote the set of pairs (P, π) where P 6 G is a p-subgroup and π : L→ P
is a group isomorphism for which there exists s ∈ G such that (∆(P, π, L), (s, u)) is a pair of
G× L〈u〉. The group G× L〈u〉 acts on P(G,L, u) via

(g, t) · (P, π) = ( gP, ig ◦ π ◦ i−1
t )

for g ∈ G, t ∈ L〈u〉 and (P, π) ∈ P(G,L, u). Two elements (P, π) and (Q, ρ) of P(G,L, u) lie in
the same G × L〈u〉-orbit if and only if the subgroups ∆(P, π, L) and ∆(Q, ρ, L) of G × L〈u〉 are
conjugate.

(b) The group Aut(L, u) also acts on P(G,L, u) via

(P, π) · γ = (P, πγ)

for (P, π) ∈ P(G,L, u) and γ ∈ Aut(L, u). If also g ∈ G and t ∈ L〈u〉, we have(
(g, t) · (P, π)

)
· γ = (g, γ−1(t)) ·

(
(P, π) · γ

)

25



(c) For (P, π) ∈ P(G,L, u), let (P, π) denote the orbit (G× L〈u〉)(P, π). The group Out(L, u)
acts on (G× L〈u〉)\P(G,L, u) via

(P, π) · γ = (P, πγ)

for (P, π) ∈ (G × L〈u〉)\P(G,L, u) and γ ∈ Out(L, u), where γ ∈ Aut(L, u) is an automorphism
with image γ in Out(L, u). Note that the orbit (P, πγ) does not depend on the choice of γ.

(d) Let π : L → P be a group isomorphism and let s ∈ G be an element with π( ul) = sπ(l)
for all l ∈ L. The p-part of the order of s is coprime to the order of u. Hence there are integers a
and b with

a · |u|+ b · |s|p = 1 .

Now setting s′ := sb|s|p and s′′ := sa|u| we get that

is ◦ π = is′ ◦ is′′ ◦ π = is′ ◦ π ◦ iua|u| = is′ ◦ π ,

since ua|u| = 1. Hence the p′-element s′ satisfies is′ ◦ π = π ◦ iu which implies that π ∈ P(G,L, u).

8.5 Let (P, π) ∈ P(G,L, u) be a pair and let γ ∈ Aut(L, u).

(a) Set NP,π := NG×L〈u〉 (∆(P, π, L)) /∆(P, π, L). Since (s, u) ∈ NG×L〈u〉 (∆ (P, π, L)) for
some s ∈ G, the group homomorphism

Φ : NP,π → 〈u〉

(a, lui) 7→ ui

is surjective. Also the map

ι : CG(P )→ NP,π

x 7→ (x, 1)

is an injective group homomorphism. One also shows that the kernel of Φ is equal to the image
of ι. Therefore we have a short exact sequence

1→ CG(P )→ NP,π → 〈u〉 → 1

of groups.

(b) Similarly, let Nγ = NL〈u〉×L〈u〉 (∆(L, γ, L)) /(∆(L, γ, L). One shows that the map

Φ : Nγ → 〈u〉

(a, lui) 7→ ui

is well-defined and surjective. Also the map

ι : Z(L)→ Nγ

x 7→ (x, 1)
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is an injective group homomorphism. One also shows that the kernel of Φ is equal to the image
of ι. Therefore we have a short exact sequence

1→ Z(L)→ Nγ → 〈u〉 → 1

of groups which is split since 〈u〉 is a p′-group and Z(L) is a p-group. Therefore we have Nγ
∼=

Z(L)〈u〉.
(c) We have a group isomorphism

NG×L〈u〉 (∆(P, πγ, L))→ NG×L〈u〉 (∆(P, π, L))

(s, t) 7→ (s, γ(t))

which maps ∆(P, πγ, L) to ∆(P, π, L). Hence we have a group isomorphism

Nπγ → Nπ , (s, t) 7→ (s, γ(t)) . (12)

8.6 Lemma Let (P, π) ∈ P(G,L, u) and let γ ∈ Aut(L, u). Let also V be a kNP,π-module and

let W be a k〈u〉-module. Consider the kNP,πγ-module V ⊗kZ(L)

(
Ind

Nγ
〈u〉W

)
with the action

(s, t) · (v ⊗ w) := (s, γ(t))v ⊗ (γ(t), t)w

for (s, t) ∈ NP,πγ , v ∈ V and w ∈ IndNγ〈u〉W . Consider also the kNP,πγ-module V ⊗k W with the
action

(s, t) · (v ⊗ w) := (s, γ(t))v ⊗ uiw

for (s, t) ∈ NP,πγ , v ⊗ w ∈ V ⊗k W where t = lui. Then the map

Φ : V ⊗kZ(L)

(
kNγ ⊗k〈u〉W

)
→ V ⊗k W

v ⊗ (lui ⊗ w) 7→ vγ(l)⊗ uiw

is an isomorphism of kNP,πγ-modules, where we use the isomorphism Nγ
∼= Z(L)〈u〉.

Proof Clearly, the map Φ is well-defined and surjective. Let v⊗(lui⊗w) ∈ V ⊗kZ(L)

(
kN ⊗k〈u〉W

)
and (s, t) ∈ NP,πγ . Write t = l′uj and note that the image of (γ(t), t) in Nγ is (γ(uj), uj). Let
also l0 ∈ Z(L) be the element with the property that uj l = l0u

j . We have

Φ
(

(s, t) ·
(
v ⊗ (lui ⊗ w)

))
= Φ

(
(s, γ(t))v ⊗

(
(γ(t), t) · (lui ⊗ w)

))
= Φ

(
(s, γ(t))v ⊗

(
l0u

i+j ⊗ w
))

= ((s, γ(t))v)γ(l0)⊗ ui+jw

= (1, γ(l−1
0 ))(s, γ(t))v ⊗ ui+jw

= (s, γ(l−1
0 t))v ⊗ ui+jw

= (s, γ(tl−1))v ⊗ ui+jw

= (s, γ(t))(1, γ(l−1))v ⊗ uiw

= (s, γ(t))vγ(l)⊗ uiw

= (s, t) · Φ
(
v ⊗ (lui ⊗ w)

)
.
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This shows that Φ is a kNP,πγ-module homomorphism. Since both sides have the same k-
dimension, it follows that Φ is an isomorphism.

8.7 Lemma Let (L, u) be a D∆-pair and let γ ∈ Aut(L, u). We have

F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u)[∆(L, γ, L)] =

1

|Z(L〈u〉)|
Ind

Nγ
〈u〉

(
F
〈u〉
1,u

)
in FT (Nγ).

Proof LetX 6 ∆(L, γ, L) be a subgroup with the property thatX(u,u) = X. Let also λ : 〈u〉 → k×

be a group homomorphism. The indecomposable direct summands of

Ind
L〈u〉×L〈u〉
〈X(u,u)〉

(
k
〈∆(L,γ,L)(u,u)〉
〈X(u,u)〉,λ

)
have vertices contained in 〈X(u, u)〉 ∩ s∆(L, γ, L) for some s. Therefore the Brauer construction
of such an induced module at ∆(L, γ, L) is zero if X is strictly contained in ∆(L, γ, L). It follows
by the primitive idempotent formula (see [D15, Proposition 2.7.8]) that

F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u)[∆(L, γ, L)] =

|C∆(L,γ,L)(u, u)|
|CNγ (u, u)|

∑
λ:〈u〉→k×

λ̃(u−1)
(

Ind
L〈u〉×L〈u〉
〈∆(L,γ,L)(u,u)〉

(
Inf
〈∆(L,γ,L)(u,u)〉
〈u〉 kλ

))
[∆(L, γ, L)] ,

where λ̃ is the Brauer character of kλ. The classical formula for the Brauer construction of an
induced module implies that(

Ind
L〈u〉×L〈u〉
〈∆(L,γ,L)(u,u)〉

(
Inf
〈∆(L,γ,L)(u,u)〉
〈u〉 kλ

))
[∆(L, γ, L)] = Ind

Nγ
〈∆(L,γ,L)(u,u)〉

(
Inf
〈∆(L,γ,L)(u,u)〉
〈u〉 kλ

)
as kNγ-modules. Therefore,

F
L〈u〉×L〈u〉
∆(L,γ,L),(u,u)[∆(L, γ, L)] =

1

|〈u〉||Z(L〈u〉)|
∑

λ:〈u〉→k×
λ̃(u−1)Ind

Nγ
〈u〉 (kλ)

=
1

|Z(L〈u〉)|
Ind

Nγ
〈u〉

(
F
〈u〉
1,u

)
,

as desired.

Let ∆(P, π, L) be a twisted diagonal p-subgroup of G × L〈u〉. For a kNP,π-module E and a

group homomorphism λ : 〈u〉 → k×, following the notation in Section 4, we denote E⊗k Inf
NP,π
〈u〉 kλ

by Eλ. We also set

SE :=
∑

λ:〈u〉→k×
λ̃(u−1)Eλ .

28



8.8 Lemma Let ∆(P, π, L) be a twisted diagonal subgroup of G × L〈u〉 and let mP,π,E ∈

bFT∆(G,L〈u〉)F̃L〈u〉L,u .

(i) Let ∆(Q, ρ, L) be a twisted diagonal subgroup of G× L〈u〉. We have

mP,π,E [∆(Q, ρ, L)] = 0

unless ∆(Q, ρ, L) is conjugate to ∆(P, π, L).

(ii) We have

mP,π,E [∆(P, π, L)] = E ⊗k F 〈u〉1,u =
1

|〈u〉|
SE

in FProj(kNP,π). In particular, if mP,π,E [∆(P, π, L)] is non-zero, then (P, π) ∈ P(G,L, u).

Proof (i) By Proposition 2.4, the Brauer quotient of the element

mP,π,E ∈ bFT∆(G,L〈u〉)F̃L〈u〉L,u

at ∆(Q, ρ, L) is equal to⊕
θ:=(α,V,β)

Ind
NG×L〈u〉(∆(Q,ρ,L))

X(θ)∗Y (θ)

(
M (∆(P, π, L), E) [∆(Q,α, V )]⊗kZ(L) F̃

L〈u〉
L,u [∆(V, β, L)]

)
,

in FT
(
NG×L〈u〉(∆(Q, ρ, L))

)
, where (α, V, β) ∈ Γ̃L〈u〉(Q, ρ, L), X(θ) = NG×L〈u〉(∆(Q,α, V )) and

Y (θ) = NL〈u〉×L〈u〉(∆(V, β, L)). By Remark 3.5, we have F̃
L〈u〉
L,u = |Z(L〈u〉| · FL〈u〉×L〈u〉∆L,(u,u) which

implies that the Brauer quotient F̃
L〈u〉
L,u [∆(V, β, L)] is zero unless the group ∆(V, β, L) is (L〈u〉 ×

L〈u〉)-conjugate to ∆L. This implies that V = L and the map β is an inner automorphism of L.
Therefore, up to the action of NG×L〈u〉 (∆(Q, ρ, L)) × L〈u〉, we can assume that β is the identity
and hence α = ρ. This shows that

mP,π,E [∆(Q, ρ, L)] = 0

unless ∆(Q, ρ, L) is conjugate to ∆(P, π, L).

(ii) We use the calculations in the proof of part (i). One shows that for θ = (π, L, id), we have

NG×L〈u〉 (∆(P, π, L)) = X(θ) ∗ Y (θ) .

Therefore, the calculations above, together with Lemma 8.6 and Lemma 8.7, imply that

mP,π,E [∆(P, π, L)] = M (∆(P, π, L), E) [∆(P, π, L)]⊗kZ(L) F̃
L〈u〉
L,u [∆(L)]

= E ⊗kZ(L) IndN〈u〉

(
F
〈u〉
1,u

)
= E ⊗k F 〈u〉1,u

in FT (Nπ). For the second assertion, note that if the Brauer construction mP,π,E [∆(P, π, L)] is
non-zero, then its Brauer character is non-zero at some p′-element (s, t) ∈ NG×L〈u〉(∆(P, π, L)).

This implies that the Brauer character of the module F
〈u〉
1,u is non-zero at t ∈ 〈u〉 which in turn

implies that t = u. This shows that (∆(P, π, L), (s, u)) is a pair of G× L〈u〉.
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8.9 (a) Let FProj
(
kBrP (b)NP,π, u

)
denote the subgroup consisting of elements ω of the group

FProj(kNP,π) of projective kNP,π-modules such that{
BrP (b)w = w

ωλ = λ̃(u)ω for any λ : 〈u〉 → k× .

(b) Let FProj
(
kBrP (b)NP,π, u

)]
denote the subgroup of FProj

(
kBrP (b)NP,π, u

)
consisting

of linear combinations of projective indecomposable kNP,π-modules E such that Res
NP,π
CG(P )E is

indecomposable.

8.10 Lemma All elements of FProj
(
kBrP (b)NP,π, u

)
are linear combinations of the elements SE

where E is a projective indecomposable kNP,π-module.

Proof Let v ∈ FProj
(
kBrP (b)NP,π, u

)
be an arbitrary element and let E be a projective inde-

composable kNP,π-module appearing in v with a nonzero coefficient x. Since vλ = λ̃(u)v for any

λ : 〈u〉 → k×, it follows that the coefficient of Eλ in v is λ̃(u−1) · x. Hence the sum SE appears
in v with the coefficient x.

Let (P, π) ∈ P(G,L, u) and mP,π,E ∈ bFT∆(G,L〈u〉)F̃L〈u〉L,u . Since bmP,π,E = mP,π,E , it follows

that BrP (b) acts as the identity on E, where we identify CG(P ) with its image in NP,π. Moreover,
Lemma 8.8 implies that mP,π,E [∆(P, π, L)] lies in FProj

(
kBrP (b)NP,π, u

)
.

Let F be an indecomposable direct summand of the restriction of E to CG(P ), and let T be its

inertial subgroup in NP,π. By Clifford theory, we have E ∼= Ind
NP,π
T W for some indecomposable

direct summand W of IndTCG(P )F . The isomorphism

(Ind
NP,π
T W )⊗k kλ → Ind

NP,π
T (W ⊗k kλ)

(n⊗ w)⊗ k0 7→ n⊗ (w ⊗ n−1 · k0)

implies that we have

SE = Ind
NP,π
T

 ∑
λ:〈u〉→k×

λ̃(u−1)W ⊗k kλ

 .

The module W ⊗k kλ depends only on the restriction of λ to the image 〈ui〉 of T in 〈u〉. Let
λ0 : 〈u〉 → k× be given. If 〈ui〉 is a proper subgroup of 〈u〉, then the element u−1〈ui〉 ∈ 〈u〉/〈ui〉
is not identity and hence the sum∑

λ:〈u〉→k×
λ|〈ui〉=λ0|〈ui〉

λ̃(u−1) =
∑

λ:〈u〉→k×

〈ui〉6ker(λλ−1
0 )

λ̃(u−1) =
∑

λ:〈u〉→k×

〈ui〉6ker(λλ−1
0 )

λ̃0(u−1)λ̃λ−1
0 (u−1)

=
∑

λ:〈u〉/〈ui〉→k×
λ̃0(u−1)Inf

〈u〉
〈u〉/〈ui〉λ(u−1)

=
∑

λ:〈u〉/〈ui〉→k×
λ̃0(u−1)λ(u−1〈ui〉)

is zero. Therefore, mP,π,E [∆(P, π, L)] = 0 unless T = NP,π. This proves the following.
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8.11 Lemma Let (P, π) ∈ P(G,L, u) and mP,π,E ∈ bFT∆(G,L〈u〉)F̃L〈u〉L,u . We have
mP,π,E [∆(P, π, L)] = 0 unless the restriction of E to CG(P ) is indecomposable. In particular,

mP,π,E [∆(P, π, L)] lies in FProj
(
kBrP (b)NP,π, u

)]
.

8.12 Theorem The map

Φ : bFT∆(G,L〈u〉)F̃L〈u〉L,u →
⊕

(P,π)∈[(G×L〈u〉)\P(G,L,u)]

FProj
(
kBrP (b)NP,π, u

)]
sending an element v to the sequence of its Brauer quotients v[∆(P, π, L)], for (P, π) in a set of
representatives of G× L〈u〉-orbits of P(G,L, u), is an isomorphism of F-vector spaces.

Proof An element in the kernel of Φ has all its Brauer quotients equal to zero, so it is zero. Hence
Φ is injective. By Lemma 8.8, Lemma 8.10 and Lemma 8.11, Φ is also surjective.

8.13 We define Z = Z(G,L, u) as the set of triples (P, π,E) where

� P is a p-subgroup of G.

� π : L → P is a group isomorphism such that there exists a p′-element s ∈ G with π( ul) =
sπ(l) for all l ∈ L.

� E is a projective indecomposable kBrP (b)NP,π-module such that Res
NP,π
CG(P )E is indecompos-

able.

With the notation above this means that (P, π) ∈ P(G,L, u).

(b) The group G× L〈u〉 acts on Z by

(g, t) · (P, π,E) := ( gP, igπit−1 , (g,t)E)

for (g, t) ∈ G × L〈u〉 and (P, π,E) ∈ Z. Here (g,t)E is the kN g
P,igπit−1

-module equal to E as a

k-vector space and on which (a, b) ∈ N g
P,igπit−1

acts by

(a, b) · (g,t)e := (ag, bt)e .

To show that the action is well-defined, we first show that there exists a p′-element a ∈ G such
that (igπit−1)( ul) =

a
((igπit−1)(l)) for all l ∈ L. By 8.13(a), it suffices to show that there exists

a ∈ G with this property. In other words, we need to show that (a, u) ∈ N g
P,igπit−1

for some

a ∈ G. This is equivalent to the condition that (ag, ut) ∈ NP,π. Now one shows that ut = l0 · u for
some l0 ∈ L. Therefore for any l ∈ L we have

π( u
t

l) = π(l0)π( ul)π(l−1
0 ) = π(l0)sπ(l)s−1π(l−1

0 ) .

Hence the element a = gπ(l0)sg−1 ∈ G satisfies the desired condition.

Also since the action on (g,t)E is induced from the action on E, it follows that (g,t)E is
a projective indecomposable kBr gP (b)N g

P,igπit−1
-module whose restriction to kCG( gP ) is also

indecomposable.
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(c) The group Aut(L, u) acts on Z by

ϕ · (P, π,E) := (P, πϕ−1, ϕE)

for ϕ ∈ Aut(L, u) and (P, π,E) ∈ Z, where ϕE is the kNP,πϕ−1 -module equal to E as the k-vector

space on which (a, b) ∈ NP,πϕ−1 acts via

(a, b) · ϕe := (a, ϕ−1(b))e .

To show that this action is well-defined, we first need to show that (a, u) ∈ NP,πϕ−1 for some
a ∈ G. Since ϕ maps u to a conjugate of u, the existence of a is similar to Part(b).

Also, since Res
NP,πϕ−1

CG(P ) ( ϕE) = Res
NP,π
CG(P )E, it follows that the action is well-defined.

(d) The group 〈̂u〉 = Hom(〈u〉, k×) acts Z on the right by

(P, π,E) · λ := (P, π,Eλ)

where Eλ is the kNP,π-module equal to E as the k-vector space on which (a, b) ∈ NP,π acts by

(a, b) · eλ := λ̃(b)(a, b)e .

Here λ̃ : L〈u〉 → 〈u〉 → k×, l · u 7→ λ(u) is the composition map.

Since Eλ is projective indecomposable kBrP (b)NP,π-module and since Res
NP,π
CG(P )Eλ =

Res
NP,π
CG(P )E is indecomposable, it follows that this action is well-defined.

(e) The group Aut(L, u) acts on G × L〈u〉 by ϕ · (g, t) := (g, ϕ(t)) for ϕ ∈ Aut(L, u) and
(g, t) ∈ G × L〈u〉. We set S := (G × L〈u〉) o Aut(L, u) using this action. Let ((g, t), ϕ) ∈
(G× L〈u〉) o Aut(L, u) and (P, π,E) ∈ Z. Then for any l ∈ L, we have

(igπit−1ϕ−1)(l) = igπ
(
t−1ϕ−1(l)t

)
= igπ

(
ϕ−1(ϕ(t−1))ϕ−1(l)ϕ−1(ϕ(t))

)
= igπ

(
ϕ−1(ϕ(t−1)lϕ(t))

)
=
(
igπϕ

−1iϕ(t−1)

)
(l) .

Moreover, for (a, b) ∈ N g
P,igπit−1ϕ−1 = N g

P,igπϕ−1iϕ(t−1)
and e ∈ E, we have

(a, b) · ϕ
(

(g,t)e
)

= (a, ϕ−1(b)) · (g,t)e = (ag, ϕ−1(b)t)e

= (ag, ϕ−1(bϕ(t)))e = (ag, bϕ(t)) · ϕe

= (a, b) · (g,ϕ(t))
( ϕe) .

These show that

ϕ · ((g, t) · (P, π,E)) = (g, ϕ(t)) · (ϕ · (P, π,E)) .

Therefore the group S acts on Z.

(f) Let (g, t) ∈ G× L〈u〉, ϕ ∈ Aut(L, u), λ ∈ 〈̂u〉 and (P, π,E) ∈ Z.
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For any b = l1u
j ∈ L〈u〉, we have bt = l2u

j for some l2 ∈ L, and hence λ̃(b) = λ̃(bt). Therefore
for any (a, b) ∈ N g

P,igπit−1
and e ∈ E, we have

(a, b) · ( (g,t)e)λ = λ̃(b)(a, b) · (g,t)e = λ̃(b)(ag, bt)e = λ̃(bt)(ag, bt)e

= (ag, bt) · eλ = (a, b) · (g,t)
(eλ) .

This means that

((g, t) · (P, π,E)) · λ = (g, t) · ((P, π,E) · λ) ,

i.e., the actions of G× L〈u〉 and 〈̂u〉 on Z commute.
Since ϕ maps u to a conjugate of u, one has that λ̃(b) = λ̃(ϕ−1(b)) for any b ∈ L〈u〉. Therefore

calculations similar to above show that

(ϕ · (P, π,E)) · λ = ϕ · ((P, π,E) · λ) ,

i.e., the actions of Aut(L, u) and 〈̂u〉 on Z commute. These imply that Z is an (S, 〈̂u〉)-biset. Note
that since Eλ = E if and only if λ = 1, it follows that Z is free on the right.

(g) We have a map from Z to bFT∆(G,L〈u〉)F̃L〈u〉L,u sending (P, π,E) to mP,π,E . This extends
to a linear map

Θ : FZ → bFT∆(G,L〈u〉)F̃L〈u〉L,u .

8.14 Lemma Let (g, t) ∈ G× L〈u〉, ϕ ∈ Aut(L, u), λ ∈ 〈̂u〉 and z ∈ Z. Then

(i) Θ((g, t)z) = Θ(z).

(ii) Θ(zλ) = λ(u)Θ(z).

(iii) Θ(ϕz) = Θ(z)ϕ−1.

Proof (i) Let z = (P, π,E) ∈ Z. We have

Θ ((g, t)(P, π,E)) = Θ(( gP, igπit−1 , (g,t)E)) = m g
P,igπit−1 ,

(g,t)
E

= mP,π,E ∈ FT∆(G,L〈u〉) .

Hence (i) follows.

(ii) We have

Θ((P, π,E)λ) = Θ(P, π,Eλ) = mP,π,Eλ = λ(u)mP,π,E = λ(u)Θ(P, π,E) .

(iii) Finally, we have

Θ(ϕ(P, π,E)) = Θ(P, πϕ−1, ϕE) = mP,πϕ−1,
ϕ
E = mP,π,Eϕ

−1 = Θ(P, π,E)ϕ−1 .
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8.15 Let Ω = [Z/〈̂u〉] be a set of representatives of the right orbits of 〈̂u〉 on Z. As Z is an

(S, 〈̂u〉)-biset, we can choose Ω to be left invariant by the action of S. Then, since G × L〈u〉 is a
normal subgroup of S, the set Σ = (G × L〈u〉)\Ω is a left Aut(L, u)-set. Now by Lemma 8.14(i),
the map Θ induces a map

Θ : FΣ→ bFT∆(G,L〈u〉)F̃L〈u〉L,u

sending the orbit (G× L〈u〉)(P, π,E), for (P, π,E) ∈ Ω, to mP,π,E .

(a) Every element in bFT∆(G,L〈u〉)F̃L〈u〉L,u is a linear combination of the elements mP,π,E .

Moreover, if (P, π,E) and (P ′, π′, E′) are in the same ((G× L〈u〉)× 〈̂u〉)-orbit, then the elements
mP,π,E and mP ′,π′,E′ differ by a constant. Therefore, the map Θ is surjective.

Now assume that α1mP1,π1,E1 + · · ·+αlmPl,πl,El = 0 for pairwise distinct elements (Pi, πi, Ei)
of Σ and αi ∈ F. Fix i ∈ {1, · · · , l}. Then the (Pi, πi)-component of the image of the sum
α1mP1,π1,E1

+· · ·+αlmPl,πl,El under the isomorphism in Theorem 8.12 is also zero. This component
is equal to ∑

j

αjSEj (13)

up to a non-zero scalar, where the sum runs over j ∈ {1, · · · , l} with the property that (Pj , πj) =
(Pi, πi). Now if αi is non-zero, then since the sum in (13) is zero there exists an index j 6= i such

that Ei = (Ej)λ for some λ ∈ 〈̂u〉. But this implies that (Pi, πi, Ei) and (Pj , πj , Ej) are in the

same (G × L〈u〉) × 〈̂u〉-orbit. This is a contradiction. Therefore we conclude that the map Θ is
injective and hence an isomorphism.

(b) By Lemma 8.14(iii), we have Θ(ϕf) = Θ(f)ϕ−1 for any ϕ ∈ Aut(L, u) and f ∈ FΣ.

Together with Part(a), this implies that the map Θ : FΣ→ bFT∆(G,L〈u〉)F̃L〈u〉L,u is an isomorphism
of right FAut(L, u)-modules.

8.16 Let Y = Y(G,L, u) be the set of triples (P, π, F ) where

� P is a p-subgroup of G.

� π : L → P is a group isomorphism such that there exists a p′-element s ∈ G with π( ul) =
sπ(l) for all l ∈ L.

� F is a u-invariant projective indecomposable kBrP (b)CG(P )-module.

(a) The group G× L〈u〉 acts on Y by

(g, t) · (P, π, F ) := ( gP, igπit−1 , gF )

for (g, t) ∈ G×L〈u〉 and (P, π, F ) ∈ Y. Here gF is the kCG( gP )-module equal to F as a k-vector
space and on which c ∈ CG( gP ) acts by

c · gf := cgf .

To show that this action is well-defined, we only need to show that gF is a u-invariant projective in-
decomposable kBr gP (b)CG( gP )-module. Since F is projective indecomposable, it follows that gF
is also projective indecomposable. Moreover, by Theorem 4.1 the module F extends to a projective

34



indecomposable kNP,π-module E. By 8.13(b) the module (g,t)E is a projective indecomposable

kN g
P,igπit−1

-module whose restriction to CG( gP ) is indecomposable. But the restriction of (g,t)E

to CG( gP ) is gF and hence it is u-invariant.

(b) The group Aut(L, u) acts on Y by

ϕ · (P, π, F ) := (P, πϕ−1, F )

for ϕ ∈ Aut(L, u) and (P, π, F ) ∈ Y. The well-definedness of this action is proved similarly to
Part(a), using 8.13(c).

(c) Let ((g, t), ϕ) ∈ S = (G × L〈u〉) o Aut(L, u) and (P, π,E) ∈ Z. Then, as before, for any
l ∈ L, we have

(igπit−1ϕ−1)(l) =
(
igπϕ

−1iϕ(t−1)

)
(l) .

Moreover, for c ∈ CG( gP ) and f ∈ F , we have

c ·
ϕ (

(g,t)f
)

= cgf = c · (g,ϕ(t))
( ϕf) .

These show that

ϕ · ((g, t) · (P, π, F )) = (g, ϕ(t)) · (ϕ · (P, π, F )) .

Therefore the group S acts on Y.

8.17 (a) We view Y as an (S, 〈̂u〉)-biset with trivial right action. Consider the map

Ψ : Z → Y

(P, π,E) 7→ (P, π,Res
NP,π
CG(P )E) .

Note that the map is well-defined. Now let ((g, t), ϕ) ∈ S, λ ∈ 〈̂u〉 and (P, π,E) ∈ Z. Then we
have

Ψ (((g, t) , ϕ) · (P, π,E)) = Ψ
(
gP, igπϕ

−1it−1 ,
(g,t)

( ϕE)
)

=

(
gP, igπϕ

−1it−1 ,Res
N g

P,igπϕ−1i
t−1

CG(
g
P )

(
(g,t)

( ϕE)
))

=

(
gP, igπϕ

−1it−1 ,
(g,t)(

Res
NP,πϕ−1

CG(P ) ( ϕE)

))
= ((g, t), ϕ) ·

(
P, π,Res

NP,π
CG(P )E

)
= ((g, t), ϕ) ·Ψ(P, π,E) .

Hence Ψ is a map of S-sets. Moreover,

Ψ ((P, π,E) · λ) = Ψ(P, π,Eλ) = (P, π,Res
NP,π
CG(P )Eλ) = (P, π,Res

NP,π
CG(P )) = Ψ (P, π,E)

= Ψ (P, π,E) · λ .
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Hence Ψ is also a map of right 〈̂u〉-sets and therefore a map of (S, 〈̂u〉)-bisets.

(b) The map Ψ induces a map Ψ : Ω = [Z/〈̂u〉]→ Y of S-sets. The map Ψ is an isomorphism
by Theorem 4.1. Indeed, given (P, π) ∈ P(G,L, u), any 〈u〉-invariant projective indecomposable
kCG(P )-module F extends to a projective indecomposable kNP,π-module E and any two such

extensions differ by an element λ of 〈̂u〉.
Now Ψ induces an isomorphism of left Aut(L, u)-sets

ψ : (G× L〈u〉) \Ω→ Ξ := (G× L〈u〉) \Y

and hence 8.15(b) implies that

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼= FΞ (14)

as right FAut(L, u)-modules where now Aut(L, u) acts on the right on Ξ.

(c) Let U =
[(

(G×L〈u〉)\Y(G,L, u)
)
/Aut(L, u)

]
be a set of representatives of Aut(L, u)-orbits

on Ξ. For (P, π, F ) ∈ Y, we write (P, π, F ) := (G× L〈u〉) (P, π, F ). Also for (P, π, F ) ∈ Ξ, we
denote by Aut(L, u)

(P,π,F )
the stabilizer of (P, π, F ) in Aut(L, u). The isomorphism in (14) can be

written as

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,π,F )∈U

Ind
Aut(L,u)
Aut(L,u)

(P,π,F )
F . (15)

Note that (P, π, F ) and (P ′, π′, F ′) lie in the same Aut(L, u)-orbit if and only if there exist ϕ ∈
Aut(L, u) and (g, t) ∈ G× L〈u〉 such that

(P ′, π′ϕ, F ′) = ( gP, igπit−1 , gF ) .

Furthermore, the element ϕ ∈ Aut(L, u) belongs to Aut(L, u)
(P,π,F )

if and only if there exists

(g, t) ∈ G× L〈u〉 such that

(P, πϕ, F ) = ( gP, igπit−1 , gF ) ,

i.e., g ∈ NG(P ), ϕπ = igπit−1 and gF = F .

8.18 (a) Let V be a set of representatives of Aut(L, u)-orbits on (G × L〈u〉)\P(G,L, u). For
(P, π) ∈ P(G,L, u), let (P, π) denote the orbit (G × L〈u〉)(P, π) and let Aut(L, u)

(P,π)
denote

its stabilizer in Aut(L, u). Then for (P, π, F ) ∈ Y, the stabilizer Aut(L, u)
(P,π,F )

is a subgroup

Aut(L, u)
(P,π)

, and we can rewrite (15) as

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,π)∈V

Ind
Aut(L,u)
Aut(L,u)

(P,π)

 ⊕
F∈W

(P,π)

Ind
Aut(L,u)

(P,π)

Aut(L,u)
(P,π,F )

F

 , (16)

where W
(P,π)

is a set of representatives of Aut(L, u)
(P,π)

-orbits on the set of u-invariant projective

indecomposable kBrP (b)CG(P )-modules. Note that we have⊕
F∈W

(P,π)

Ind
Aut(L,u)

(P,π)

Aut(L,u)
(P,π,F )

F ∼= FProj(kBrP (b)CG(P ), u)
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as right FAut(L, u)
(P,π)

-modules where the action of Aut(L, u)
(P,π)

is given as follows: Let F ∈
W

(P,π)
and let ϕ ∈ Aut(L, u)

(P,π)
. Then there exists (x, t) ∈ G× L〈u〉 such that

( xP, ixπit−1) = (P, πϕ) .

This is equivalent to the existence of an element g ∈ G such that

( gP, igπ) = (P, πϕ) .

Indeed, since π ∈ P(G,L, u), there exists s ∈ G such that π( ul) = sπ(l) for all l ∈ L. Now if
t = l0 · ui, then g := xs−iπ(l−1

0 ) satisfies the desired equation. Moreover, one can show that the
element g is well-defined up to multiplication by an element of CG(P ). Now since we have

(P, π, F ) · ϕ = (P, πϕ, F ) = ( gP, igπ, F ) = g · (P, π, g
−1

F ) ,

the element ϕ maps F to g−1

F .

(b) All these imply that we have an isomorphism

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,π)∈V

Ind
Aut(L,u)
Aut(L,u)

(P,π)
FProj(kBrP (b)CG(P ), u) , (17)

of right FAut(L, u)-modules. Arguments in Part(a) imply that the orbits of G and of G × L〈u〉
on the set P(G,L, u) are the same. Hence in Equation (17) we can take V to be any set of
representatives of the

(
G,Aut(L, u)

)
-orbits of the biset P(G,L, u).

8.19 Let F̂b denote the category whose objects are b-Brauer pairs (P, e) and whose morphisms
from (P, e) to (Q, f) are group homomorphisms ψ : P → Q for which there exists g ∈ G such that
ψ(x) = gx for any x ∈ P and such that

g
(P, e) 6 (Q, f) (see, for instance, [L18, Section 6.3] for

more details on Brauer pairs).
Let P̂b(G,L, u) be the set of triples (P, e, π) where

� (P, e) ∈ F̂b
� π : L→ P is a group isomorphism such that πiuπ

−1 ∈ AutF̂b(P, e).

(a) The set P̂b(G,L, u) is a (G,Aut(L, u))-biset via

g · (P, e, π) · ϕ = ( gP, ge, igπϕ)

for g ∈ G, (P, e, π) ∈ P̂b(G,L, u) and ϕ ∈ Aut(L, u). Indeed, we have ( gP, ge) ∈ P̂b(G,L, u) and
one shows that

igπϕiuϕ
−1π−1ig−1 = is′

where s′ = gπ(l0)s ∈ NG( gP, ge), l0 ∈ L with π(u) = l0 ·u and s ∈ NG(P, e) such that πiuπ
−1 = is.

(b) Let (P, π) ∈ V. We have

FProj(kBrP (b)CG(P ), u) ∼=
⊕

e∈Bl(CG(P ))
BrP (b)e=e

FProj(keCG(P ), u)
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as right FAut(L, u)
(P,π)

-modules. Note that the group Aut(L, u)
(P,π)

permutes the summands on

the right-hand side as follows: Let ϕ ∈ Aut(L, u)
(P,π)

and let e ∈ Bl(CG(P )) with BrP (b)e = e.

Then there exists g ∈ NG(P ) such that igπ = πϕ and by 8.18(a), ϕ sends an u-invariant projective

indecomposable keCG(P )-module S to g−1

S. Hence ϕ maps the b-Brauer pair (P, e) to (P, g
−1

e).
Let Bl(CG(P ), u) denote the set of block idempotents e of CG(P ) for which there exists an

indecomposable projective u-invariant keCG(P )-module. Let [Bl(CG(P ), u)] denote a set of rep-
resentatives of Aut(L, u)

(P,π)
-orbits of Bl(CG(P ), u). Then as right Aut(L, u)

(P,π)
-modules, we

have

FProj(kBrP (b)CG(P ), u) ∼=
⊕

e∈[Bl(CG(P ),u)]

Ind
Aut(L,u)
Aut(L,u)

(P,e,π)
FProj(keCG(P ), u)

where Aut(L, u)
(P,e,π)

is the stabilizer in Aut(L, u)
(P,π)

of e. Note that ϕ ∈ Aut(L, u)
(P,π)

fixes e

if and only if there exists g ∈ NG(P ) with igπ = πϕ and ge = e. Hence Aut(L, u)
(P,e,π)

is equal

to the stabilizer of the G-orbit of (P, e, π) in Aut(L, u). In other words

Aut(L, u)
(P,e,π)

= {ϕ ∈ Aut(L, u) | ∃g ∈ G, (P, e, π) · ϕ = g · (P, e, π)}

= {ϕ ∈ Aut(L, u) | ∃g ∈ G, (P, e, πϕ) = (gP , ge, igπ)}
= {ϕ ∈ Aut(L, u) | ∃g ∈ NG(P, e), igπ = πϕ} (18)

These imply that we have

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,e,π)∈[G\P̂b(G,L,u)/Aut(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(P,e,π)
FProj(keCG(P ), u) (19)

as right FAut(L, u)-modules.

8.20 Let Fb denote the fusion system of kGb with respect to a maximal b-Brauer pair (D, eD).
For each subgroup P 6 D let eP denote the unique block of kCG(P ) with (P, eP ) 6 (D, eD). We
understand the objects of Fb to be Brauer pairs rather than subgroups of the defect group and
hence it follows that every G-orbit in F̂b contains an element in Fb.

For (P, eP ) ∈ Fb, let P(P,eP )(L, u) denote the set of group isomorphisms π : L → P with
πiuπ

−1 ∈ AutFb(P, eP ). The set P(P,eP )(L, u) is an (NG(P, eP ),Aut(L, u))-biset via

g · π · ϕ = igπϕ

for g ∈ NG(P, eP ), π ∈ P(P,eP )(L, u) and ϕ ∈ Aut(L, u). It follows moreover from (18) that

Aut(L, u)
(P,eP ,π)

= {ϕ ∈ Aut(L, u) | πϕπ−1 ∈ AutFb(P, eP )}. (20)

Let [P(P,eP )(L, u)] denote a set of representatives of NG(P, eP )×Aut(L, u)-orbits of P(P,eP )(L, u).
Then the isomorphism in (19) can be written as

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,eP )∈[Fb]

⊕
π∈[P(P,eP )(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(P,eP ,π)
FProj(kePCG(P ), u) . (21)

where [Fb] denotes a set of representatives of the Fb-isomorphism classes of objects (P, eP ).
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8.21 Let Lb(G,L, u) denote the set of pairs (Pγ , π) where

� Pγ is a local pointed point group on kGb,

� π : L→ P is a group isomorphism such that πiuπ
−1 = Res(is) for some s ∈ NG(Pγ).

The set Lb(G,L, u) is a (G,Aut(L, u))-biset via

g · (Pγ , π) · ϕ = ( gP gγ , igπϕ)

for g ∈ G and ϕ ∈ Aut(L, u). For (Pγ , π) ∈ Lb(G,L, u), we write Aut(L, u)
(Pγ ,π)

for the stabilizer

of the G-orbit of (Pγ , π) in Aut(L, u), that is

Aut(L, u)
(Pγ ,π)

= {ϕ ∈ Aut(L, u) | πϕπ−1 = Res(ig) for some g ∈ NG(Pγ)} (22)

Let (P, π) ∈ V. A projective indecomposable kBrP (b)CG(P )-module S determines a conjugacy
class of a primitive idempotent of kBrP (b)CG(P ) and hence via the Brauer morphism

BrP : (kGb)P → kCG(P )

a local point γ of P on kGb. This in fact induces a bijection between the sets of local points of P
on kGb and projective indecomposable kBrP (b)CG(P )-modules. See for instance [T95, Corollary
37.6] for more details. This bijection induces an isomorphism of right Aut(L, u)

(P,π)
-modules

FProj(kBrP (b)CG(P ), u) ∼= FL(P,π)

where L(P,π) is the set of local points Pγ with πiuπ
−1 = is for some s ∈ NG(Pγ). The action of

ϕ ∈ Aut(L, u)
(P,π)

on FL(P,π) is given as follows: There exists g ∈ G such that ( gP, igπ) = (P, πϕ).

Then ϕ maps Pγ ∈ L(P,π) to P g−1γ . Hence the isomorphism in (17) implies that

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,π)∈V

Ind
Aut(L,u)
Aut(L,u)

(P,π)

 ⊕
Pγ∈[L(P,π)/Aut(L,u)

(P,π)
]

Ind
Aut(L,u)

(P,π)

Aut(L,u)
(P,π)γ

F


as right FAut(L, u)-modules where Aut(L, u)

(P,π)γ
is the stabilizer of Pγ in Aut(L, u)

(P,π)
. But

one shows that Aut(L, u)
(P,π)γ

is equal to Aut(L, u)
(Pγ ,π)

and it follows that

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(Pγ ,π)∈[G\Lb(G,L,u)/Aut(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(Pγ,π)
F (23)

as right FAut(L, u)-modules. We get finally an isomorphism

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼= F

(
G\Lb(G,L, u)

)
(24)

of right (permutation) FAut(L, u)-modules.

Let us recall some notation for the following statement: The set Y(G,L, u) was defined in 8.16, the
set P(P,eP )(L, u) in 8.20, the set Lb(G,L, u) in 8.21, the group Aut(L, u)

(P,eP ,π)
in 8.20 Equation

(20), and the group Aut(L, u)
(Pγ ,π)

in 8.21 Equation (22). As usual, square brackets denote sets

of representatives.
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8.22 Theorem Let SL,u,V be a simple diagonal p-permutation functor and let b be a block idem-
potent of kG. The multiplicity of SL,u,V in FT∆

G,b is equal to the F-dimensions of any of the
following vector spaces.

(a)
⊕

(P,π,F )∈U V
Aut(L,u)

(P,π,F ) , where U =
[(

(G× L〈u〉)\Y(G,L, u)
)
/Aut(L, u)

]
.

(b)
⊕

(P,eP )∈[Fb]
⊕

π∈[NG(P,eP )\P(P,eP )(L,u)/Aut(L,u)] FProj(kePCG(P ), u)⊗Aut(L,u)
(P,eP ,π)

V

(c)
⊕

(Pγ ,π)∈[G\Lb(G,L,u)/Aut(L,u)] V
Aut(L,u)

(Pγ,π)

Proof Recall from 8.2 that the multiplicity of SL,u,V in FT∆
G,b is equal to the F-dimension of

bFT∆(G,L〈u〉)F̃L〈u〉L,u eV where eV is an idempotent of FOut(L, u) such that V ∼= FOut(L, u)eV .
Hence part (a) follows from the isomorphism in (15), part (b) follows from the isomorphism in
(21), and part (c) follows from the isomorphism in (23).

8.23 Corollary (i) The multiplicity of the simple functor S1,1,F in the functor FT∆
G,b is equal to

the number of isomorphism classes of simple kGb-modules.

(ii) The multiplicity of the simple functor SL,u,V at FT∆
G,b is zero unless L is isomorphic to a

subgroup of a defect group of b.

Proof Both statements follow immediately from Theorem 8.22.

9 Nilpotent blocks

Nilpotent blocks were introduced by Broué and Puig in [BrP80]. In this section we give a char-
acterization of nilpotent blocks in terms of diagonal p-permutation functors. Let G be a finite
group.

9.1 Definition ([BrP80]) A block idempotent b of kG is called nilpotent if for any b-Brauer pair
(P, e) the quotient NG(P, e)/CG(P ) is a p-group.

9.2 Theorem Let b be a block idempotent of kG with a defect group D. The following are
equivalent.

(i) The block idempotent b is nilpotent.

(ii) If SL,u,V is a simple summand of FT∆
G,b, then u = 1.

(iii) If SL,u,F is a simple summand of FT∆
G,b, then u = 1.

(iv) The functor FT∆
G,b is isomorphic to the functor FT∆

D .

Proof (i) ⇒ (ii): Suppose that b is nilpotent and that SL,u,V is a simple summand of FT∆
G,b.

Then by Theorem 8.22(b), there exists a triple (P, e, π) ∈ P̂b(G,L, u) such that

FProj(keCG(P ), u) 6= 0 .
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Let s ∈ NG(P, e) be an element with the property πiuπ
−1 = is : P → P . By 8.4(d), there exists a

p′-element s′ ∈ NG(P, e) with πiuπ
−1 = is′ . Since the block idempotent b is nilpotent, the quotient

NG(P, e)/CG(P ) is a p-group. It follows that s′ ∈ CG(P ) and hence

π( ul) = s′π(l) = π(l)

for any l ∈ L. Since (L, u) is a D∆-pair, this means that u = 1. Hence (i) implies (ii).

(ii) ⇒ (iii): This is clear.

(iii) ⇒ (i): Assume that (iii) holds. Then for any D∆-pair (L, u) with u 6= 1, by Theo-
rem 8.22(a) applied to V = F, the set Y(G,L, u) is empty. This is equivalent to the following
statement:

(B)G,b: If P is a p-subgroup of G and if s ∈ NG(P ) induces a non-trivial p′-automorphism
of P , then there is no s-invariant simple kBrP (b)CG(P )-module.

Indeed, if s ∈ NG(P ) induces a non-trivial p′-automorphism u of P , setting L = P , π = id, then
(L, u) is a D∆-pair and (P, π) ∈ P(G,L, u). Hence if S is an s-invariant simple kBrP (b)CG(P )-
module, then (P, π, Ŝ) ∈ Y(G,L, u) where Ŝ is a projective cover of S. This contradicts our
assumption.

Now we claim that the statement (B)G,b is equivalent to the following statement:
(C)G,b: If (P, e) is a b-Brauer pair and if s ∈ NG(P, e) induces a nontrivial p′-automorphism

of P , then there is no s-invariant simple kCG(P )e-module.
Indeed, (B)G,b ⇒ (C)G,b is clear. Now assume that (C)G,b holds and suppose that s ∈ NG(P )

induces a non-trivial p′-automorphism of P and S is an s-invariant simple kBrP (b)CG(P )-module.
Then S belongs to a unique block e of kCG(P ). Since S is s-invariant, it follows that e is also
s-invariant. This is a contradiction.

We will prove that the statement (C)G,b implies that the block b is nilpotent. We use induction
on the order of G.

If G is the trivial group, then the block kG = k is obviously nilpotent. Now assume that the
statement (C)H,c implies that the block c is nilpotent whenever c is a block idempotent of a group
H with |H| < |G|, and assume that the statement (C)G,b holds.

Let (P, e) be a b-Brauer pair. We will show that NG(P, e)/CG(P ) is a p-group. Set H = CG(P ).
If H = G, then the quotient NG(P, e)/CG(P ) is trivial hence a p-group.

So we can assume that |H| < |G|. Let (Q, f) be an e-Brauer pair of H. Then one can show
that the pair (QP, f) is a b-Brauer pair of G. Let s ∈ NH(Q, f) be an element which induces a
nontrivial p′-automorphism u of Q. Then s ∈ CG(P )∩NG(Q, f) ⊆ NG(QP, f) induces a nontrivial
p′-automorphism of of QP . Since (C)G,b holds and since (QP, f) is a b-Brauer pair, it follows
that there is no s-invariant simple kCG(QP )f -module. Therefore there is no s-invariant simple
kCH(Q)f -module. This proves that the statement (C)H,e holds. Since |H| < |G|, by induction
hypothesis, the block e of kH = kCG(P ) is nilpotent. So there is a unique simple module S of
kCG(P )e. Now if t ∈ NG(P, e) induces a nontrivial p′-automorphism v of P , then S is invariant by t
and hence v = 1 since (C)G,b holds. In other words t ∈ CG(P ) and so the quotient NG(P, e)/CG(P )
is a p-group. This shows that (iii) implies (i), so (i), (ii), and (iii) are equivalent.

(iv) ⇒ (ii): This is clear.

(i) ⇒ (iv): Assume that b is nilpotent. By the first part of the proof, if SL,u,V is a simple
summand of FT∆

G,b, then u = 1. So let SL,1,V be a simple functor. We will show that

bFT∆(G,L)F̃LL,1
∼= FT∆(D,L)F̃LL,1
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as right FAut(L)-modules using the isomorphism in (21). Since b is nilpotent, for any b-Brauer pair
(P, eP ), the block idempotent eP ∈ kCG(P ) is nilpotent. So there is a unique simple kePCG(P )-
module, and hence FProj(kePCG(P ), 1) ∼= F. Moreover, Fb = FD, P(P, eP )(L, 1) = Isom(L,P )
and NG(P, eP ) = ND(P ). The result follows.

10 Functorial equivalence of blocks

In this section G and H denote finite groups. We come back to the case of an arbitrary commutative
ring R of coefficients.

10.1 Definition Let b be a block idempotent of kG and let c be a block idempotent of kH. We
say that the pairs (G, b) and (H, c) are functorially equivalent over R, if the corresponding diagonal
p-permutation functors RT∆

G,b and RT∆
H,c are isomorphic in F∆

Rppk
.

10.2 Lemma Let (G, b) and (H, c) be as in Definition 10.1.

(i) (G, b) and (H, c) are functorially equivalent over R if and only if there exists ω ∈
bRT∆(G,H)c and σ ∈ cRT∆(H,G)b such that

ω ·H σ = [kGb] in bRT∆(G,G)b and σ ·G ω = [kHc] in cRT∆(H,H)c .

(ii) If kGb and kHc are p-permutation equivalent, then (G, b) and (H, c) are functorially equiv-
alent over R.

Proof The first statement follows from the Yoneda lemma. The second statement follows from
the first one, and from the definition of p-permutation equivalence in [BP20].

10.3 Remark It follows that functorial equivalence over Z is almost the same notion as p-
permutation equivalence, which only requires in addition that σ be the opposite of ω in (i).

10.4 Theorem Let b be a block idempotent of kG and c a block idempotent of kH. The following
are equivalent:

(i) (G, b) and (H, c) are functorially equivalent over F.

(ii) For any D∆-pair (L, u), one has an isomorphism

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼= cFT∆(H,L〈u〉)F̃L〈u〉L,u

of right FAut(L, u)-modules.

(iii) For any D∆-pair (L, u), the right FAut(L, u)-module⊕
(P,e,π)∈[G\P̂b(G,L,u)/Aut(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(P,e,π)
FProj(keCG(P ), u)

is isomorphic to ⊕
(Q,f,ρ)∈[H\P̂c(H,L,u)/Aut(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(Q,f,ρ)
FProj(kfCH(Q), u) .
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(iv) For any D∆-pair (L, u), one has an isomorphism

F
(
G\Lb(G,L, u)

) ∼= F
(
H\Lc(H,L, u)

)
of right permutation FAut(L, u)-modules.

(v) For any D∆-pair (L, u) and any ϕ ∈ Aut(L, u), one has∣∣(G\Lb(G,L, u)
)ϕ∣∣ =

∣∣(H\Lc(H,L, u)
)ϕ∣∣ .

Proof The statements (ii), (iii) and (iv) are equivalent by the isomorphisms in (19) and (24). If
(iv) holds, then by Theorem 8.22(c), the multiplicity of any simple diagonal p-permutation functor
in FT∆

G,b and in FT∆
H,c are the same. Hence (i) holds. Now assume (i). Let ω and σ be as in

Lemma 10.2. Then the map

bFT∆(G,L〈u〉)F̃L〈u〉L,u → cFT∆(H,L〈u〉)F̃L〈u〉L,u

y 7→ σ ◦ y

is an isomorphism of right FAut(L, u)-modules with inverse

cFT∆(H,L〈u〉)F̃L〈u〉L,u → bFT∆(G,L〈u〉)F̃L〈u〉L,u

z 7→ ω ◦ z .

Thus, (ii) holds. This shows that statements (i)-(iv) are equivalent. Finally, the permutation
FAut(L, u)-modules F[G\Lb(G,L, u)] and F[H\Lc(H,L, u)] are isomorphic if and only if they have
the same characters. So, the equivalence of (iv) and (v) follows and we are done.

For a block idempotent b of kG, l(kGb) and k(kGb) denote the number of irreducible Brauer
characters and the number irreducible ordinary characters of b, respectively.

10.5 Theorem Let b be a block idempotent of kG and c a block idempotent of kH.

(i) If (G, b) and (H, c) are functorially equivalent over F, then we have l(kGb) = l(kHc).

(ii) If (G, b) and (H, c) are functorially equivalent over F, then we have k(kGb) = k(kHc).

(iii) If (G, b) and (H, c) are functorially equivalent over F, then b and c have isomorphic defect
groups.

(iv) If b has defect zero, then the functor FT∆
G,b is isomorphic to the simple functor S1,1,F.

In particular, all pairs (G, b), where b is a block of defect zero of kG, are functorially equivalent
over F.

(v) More generally, for any p-group D, all pairs (G, b), where b is a nilpotent block of kG with
defect isomorphic to D are functorially equivalent over F.

Proof The first statement follows from Corollary 8.23(i). For the second statement, note that by
Theorem 10.4, for any D∆-pair (L, u), one has∑
(P,e,π)∈[G\P̂b(G,L,u)]

dimF (FProj(keCG(P ), u)) =
∑

(Q,f,ρ)∈[H\P̂c(H,L,u)]

dimF (FProj(kfCH(Q), u)) .

43



Considering the D∆-pairs of the form (L, 1) this equality reduces to∑
(P,e)∈[G\BP(G,b)]

P∼=L

l(keCG(P )) =
∑

(Q,f)∈[H\BP(H,c)]
Q∼=L

l(kfCH(Q)) .

If we let L run over cyclic p-groups, the sums run over G-conjugacy classes and H-conjugacy
classes of b and c-Brauer elements, respectively. The result follows from, for instance, [NT89,
Theorem 9.4]. For the third statement, let D be a defect group of b. The multiplicity of the
simple functor SD,1,F in FT∆

G,b is non-zero by Theorem 8.22. Hence it is also nonzero in FT∆
H,c. By

Corollary 8.23(ii), it follows that D is isomorphic to a subgroup of a defect group of the block c.
Similarly, one can show that a defect group of c is isomorphic to a subgroup of a defect group of
b whence (iii) holds. For the fourth statement assume that b has defect zero. Then by Corollary
8.23, the functor FT∆

G,b is isomorphic to l(kGb)S1,1,F = S1,1,F. The last statement follows from

Theorem 9.2.

10.6 Theorem Let D be a finite p-group. Then there is only a finite number of pairs (G, b), where
G is a finite group, and b is a block idempotent of kG with defect D, up to functorial equivalence
over F.

Proof We know that the functor FT∆
G,b splits as a direct sum of simple functors SL,u,V . Using

Theorem 8.22 (b), we will show that the number of simple functors SL,u,V that can appear in FT∆
G,b,

and that the multiplicity of SL,u,V as a summand of FT∆
G,b are bounded by constants depending

only on D. This will imply that, up to isomorphism, there is only a finite number of possibilities
for the functor FT∆

G,b, once the defect D of b is fixed.
Recall that the simple functors SL,u,V are parametrized by triples (L, u, V ), where L is a

finite p-group, u is a faithful p′-automorphism of L, and V is a simple FOut(L, u)-module, where
Out(L, u) is a quotient of Aut(L, u), itself a subgroup of the automorphism group Aut(L) of L. By
Theorem 8.22 (b), the multiplicity of SL,u,V as a summand of FT∆

G,b is equal to the F-dimension of

ml,u,V (b) =
⊕

(P,eP )∈[Fb]

⊕
π∈[P(P,eP )(L,u)]

FProj(kePCG(P ), u)⊗Aut(L,u)
(P,eP ,π)

V,

where Fb is the fusion system of b and [P(P,eP )(L, u)] is a set of NG(P, eP ) × Aut(L, u)-orbits of
the set P(P,eP )(L, u) of group isomorphisms π : L→ P such that π ◦ iu ◦ π−1 is an automorphism

of (P, eP ) in the fusion system Fb. Moreover Proj
(
kePCG(P ), u

)
is a subgroup of the group of

projective kePCG(P )-modules.
It follows that if SL,u,V appears in FT∆

G,b with non zero multiplicity, then L is isomorphic to
a subgroup of D. Hence there is only a finite number of such groups L, up to isomorphism. For
each L, there is only a finite number - at most |Aut(L)| - of faithful p′-automorphisms u of L,
and for each such u, there is only a finite number - at most |Aut(L)| again - of simple FAut(L, u)-
modules, up to isomorphism. Hence the number of simple summands of FT∆

G,b is bounded by a
number cD depending only on D.

Now for such a summand SL,u,V , the dimension of the F-vector space
FProj

(
kePCG(P ), u

)
⊗Aut(L,u)P,eP ,π

V is less than or equal to dimFProj
(
kePCG(P )

)
dimV , and

moreover dimV 6 |Out(L, u)| 6 |Aut(L)|. Now dimFProj
(
kePCG(P )

)
is equal to the number

l
(
kePCG(P )

)
of simple kePCG(P )-modules, which is equal to the number l

(
kePPCG(P )

)
) of
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simple kePPCG(P )-modules, as P acts trivially on each simple kePPCG(P )-module. Now eP is
a block idempotent of kPCG(P ), and by Corollary 4.5 of [AB79], we can assume that P 6 D,
and that e has defect PCD(P ), which is a subgroup of D. By Theorem 1 of [BF59], the number
of ordinary irreducible characters in a block c of a finite group H is at most 1

4p
2d + 1, where pd is

the order of the defect group of c. This number is smaller than 2p2d. It follows that l
(
kePCG(P )

)
,

which is at most equal to the number of ordinary irreducible characters in the block eP of
PCG(P ), is smaller than 2|PCD(P )|2 6 2|D|2.

Finally, we get that
mL,u,V (b) 6 nD,L2|D|2|Aut(L)|2,

where nD,L is the number of subgroups of D isomorphic to L. So there is a constant mD, depending
only on D, such that mL,u,V (b) 6 mD (for example mD = nD2|D|2M2

D, where nD is the number of
subgroups of D, and MD is the sup of |Aut(L)| over subgroups L of D). This bound only depends
on D, as was to be shown. This completes the proof.

11 Blocks with abelian defect groups

Let b be a block idempotent of kG with an abelian defect group D. Let c be a block idempotent
of kH which is in Brauer correspondence with b where H = NG(D). Let (L, u) be a D∆-pair with
the property that the multiplicity of SL,u,V in FT∆

G,b is non-zero for some V ∈ FOut(L, u)-mod.
Then L is also abelian.

Let (D, eD) be a maximal b-Brauer pair and note that (D, eD) is also a maximal c-Brauer
pair. For every P 6 D, let eP ∈ Bl(kCG(P )) and fP ∈ Bl(kCH(P )) such that (P, eP ) 6G
(D, eD) and (P, fP ) 6H (D, eD). One can show that the block idempotents eP and fP are Brauer
correspondents. Let Fb be the fusion system of b associated to (D, eD) and let Fc be the fusion
system of c associated to (D, eD). By Alperin’s fusion theorem, the identity automorphism of D
is an isomorphism of fusion systems Fb ∼= Fc.

Recall that by (21), we have isomorphisms

bFT∆(G,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,eP )∈[Fb]

⊕
π∈[PG

(P,eP )
(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(P,eP ,π)
FProj(kePCG(P ), u)

and

cFT∆(H,L〈u〉)F̃L〈u〉L,u
∼=

⊕
(P,fP )∈[Fc]

⊕
π∈[PH

(P,fP )
(L,u)]

Ind
Aut(L,u)
Aut(L,u)

(P,fP ,π)
FProj(kfPCH(P ), u)

of right FAut(L, u)-modules.

(a) Let (P, eP ) ∈ Fb. Let also s ∈ NG(P, eP ). The isomorphism Fb ∼= Fc implies that there
exists h ∈ NH(P, eP ) with the property that is = ih : P → P .

(b) We have PG(P,eP )(L, u) = PH(P,fP )(L, u) for any P 6 D. Indeed, let π ∈ PG(P,eP )(L, u).

Then by definition πiuπ
−1 ∈ AutFb(P, eP ). So there exists s ∈ NG(P, eP ) such that πiuπ

−1 = is.
By part (a), there exists h ∈ NH(P, eP ) with is = ih. But then h ∈ NH(P, fP ) and hence
π ∈ PH(P,eP )(L, u) as desired.
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Conversely, let π ∈ PH(P,fP )(L, u). Then πiuπ
−1 = ih for some h ∈ NH(P, fP ). By part (a) we

can choose h ∈ NH(D, eD). Then one shows that heP = eP which implies that h ∈ NH(P, eP ) ⊆
NG(P, eP ). Therefore, π ∈ PG(P,eP )(L, u).

(c) Let P 6 D and let π, ρ ∈ PH(P,fP )(L, u) = PG(P,eP )(L, u). Then ρ ∈ NG(P, eP ) · π ·Aut(L, u)

if and only if ρ ∈ NH(P, fP ) · π · Aut(L, u). Indeed, suppose that for some g ∈ NG(P, eP ) and
ϕ ∈ Aut(L, u) we have ρ = igπϕ. By part (a), there exists h ∈ NH(P, eP ) with ig = ih. But then
h ∈ NH(P, fP ) and ρ = ihπϕ which proves the claim. The converse is proved similarly.

(d) Let P 6 D and let π ∈ [PG(P,eP )(L, u)] = [PH(P,fP )(L, u)]. We have Aut(L, u)
(P,eP ,π)

=

Aut(L, u)
(P,fP ,π)

. Indeed, let ϕ ∈ Aut(L, u)
(P,eP ,π)

. Then there exists g ∈ NG(P, eP ) such that

πϕπ−1 = ig. As above this means that there exists h ∈ NH(P, fP ) such that πϕπ−1 = ig = ih.
This proves that ϕ ∈ Aut(L, u)

(P,fP ,π)
.

Conversely, if ϕ ∈ Aut(L, u)
(P,fP ,π)

, then there exists h ∈ NH(P, fP ) such that πϕπ−1 = ih.

Again as above, we can choose h ∈ NH(D, eD) and hence it follows that h ∈ NH(P, eP ) ⊆
NG(P, eP ). Therefore, ϕ ∈ Aut(L, u)

(P,eP ,π)
.

Paragraphs (b)-(d) and Theorem 8.22(b) imply the following.

11.1 Theorem Let b be a block idempotent of kG with an abelian defect group D. Let c be a
block idempotent of kH which is in Brauer correspondence with b where H = NG(D). Let (D, eD)
be a maximal b-Brauer pair. For every P 6 D, let eP ∈ Bl(kCG(P )) and fP ∈ Bl(kCH(P )) such
that (P, eP ) 6G (D, eD) and (P, fP ) 6H (D, eD).

(a) The multiplicities of SD,u,V in FT∆
G,b and FT∆

H,c are the same.

(b) If for every P 6 D and s ∈ NH(P, fP )p′ we have an isomorphism

FProj(kePCG(P ), s) ∼= FProj(kfPCH(P ), s)

of FNH(P, fP )-modules, then (G, b) and (H, c) are functorially equivalent over F.
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